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1. Logic switches

Technical implementation of digital circuits, in wh the signals are presen
as discrete quantum levels of voltage (current)pased on the use of electro
voltage (current) commutators, are called logidchas

As nonlinear devices with controlled resistance logic switches

semiconductor diodes, transistors, phototistors, thyristors, optrons, and electrc
lamps are used.

1.1. Diode as a switt
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Fig. 1.1

In diode switches we use, dependence of diodetaesrs to magnitude ar
sign of the applied voltage. In fig. 1.Ja) is shown typical staticurrent—voltage
characteristics (M curve) of germanium (Ge) and silicon (Si) diodes, andign E.1.
(6) and §) are equivalent circuits for replacing a diodehwé direct current fc
linearized (allocated by hatching) areas, respelgtid and 2. The current of th-n-
junction and the diode and the volteU,on it are related by the rat

iy = Ip{exp [U,/ (mg-)] - 1} = Ih{exp [U, q /(m kT)] - 1}, (1.1)

wherel, - thermalcurren saturation;
@-- Temperature potential (at normal temperaT = 298 ° K,p:= 26 m\);

k - Boltzmann's constai
T - Absolute temperatur
g - Charge of an electrc

- is the coefficient taking into account the influenaf surface currents
leakage of germanium diodes and generation andna@oation currents in the-n
transition of silicon diodes (for germanium dioimge~= 1.2 ... 1.5, for silicor- mg =
1.2 .. 2). The thermal current saturati¢ practically does not depend on the volt



applied to the diode and is determined by the elphisical properties of tf
semiconductor material and its heating tempere

lo = looeXp [- W/ ¢7)],
wherely is the constant due to the material of the semigotad and the
concentrations of impuritie

Uy - contact potential differencilU, (Ge) =0.3 ... 0.4 V, JSi) = 0.6 ... 0.7)).

The thermal current saturaticol, exponentially increases with increas
temperature. In approximate calculations it is assdithat the curreng in the case
of a germanium diode doubles with an increasenmptgature for every 10C, and
in the case of siliconevery 7 °C.

Taking into account the active resistance o p- and r-regions, the contact
resistances of the outputs and the ratio (1.1)hereal diode

Uy=Ug+iyr=m (0 In(ia /Io +1) +i,r, (12)

wherer is the total active resistance of p — n-regions and contacts of t
diode.

The differential active resistance of the diodel viaé obtained from th
expression (1.2):
Iy = dUa/dia: m(DT/(|0+ la) +r,

The resistance, is nonlinear and depends on the current of theedid8ut ai
sufficiently large direcbias voltages Y,>>U,), the resistancer, =~ r, i.e. the
resistance of the equivalent diode replacementici(€ig. 1.1. 6)) r,, = r and has
the order of units and tens of ohms. At the ineehsplacement of the diodU,<0)
i,=0,1,="Tr,,=mpr/ 10 +r1=mg,)| I and is in the order of tens and hundred
kQ.

The voltageU, of the equivalent voltage source in the substitutschems
(Fig. 1.16) is obtained by extrapolation of the quasilineggions of the region I-V
curveto the intersection with the abscises axe, andhst the order of the conte
potential differencety ~ Uk.

The scheme of the simplest diode switch, contrdiedhe source of the sigr
U; and loaded on the resistarR,, is shown in Fig. 1.2 andin fig. 1.26, ands-
equivalent circuit of the substitution respectivédy the logic signal "1" and "0"
the input.




Fig. 1.2

Determine the value of the output voltages in eaictne states of the switc
using the principle of superposition. At linput voltage, levelU% << 0) the diode
VD is closed, the switch is open (Fig -6) and at its output set the low le\

U% = UPL[(RIIR.) / (Rt Togp + RIIR)] - Lol o6l I(RIIR, + R, (1.3)
Since usually,;,>> R, R, can be approximated to bk’ = -y (R || R).

At high level of input signeU," the diode VD is open, the switch is closed (
1.2.0) and the switch output has a high le

UL =[(U = U)RIIR)/ [R. + 1, + RIR], (1.4)
Since usually,,<< R, R,can be considered approximatU,=U,"-U,.

From the relations (1.3) and (1.4) it is seen that voltage drop across t
output: 4U, = U%, - U%< 4U; = UY - U% (less thanUo). The attenuation of th
output signal is greater, the greater the resistiof the signal sourc R. The
disadvantage of the diode switch in Fig. 1.2 isdhiect dependence of the leW',
on the input signdl™,.

The second variant of the diode switch is showign 1.3. At the low level c
the input signal, the diocVD is open andhe current of the power sou U,, flows
through it which is limited to the resistanR. If R >> R,, then virtually the entir
supply voltagdJ,, falls on the suppoiR, so the low potentidl®, (Fig. 1.36) is set
on the load support of ttR, switch:

U% = Ui [(RAI(R.+1,,)) / (R+RII(R. +1,))] + (U + UQ[(RIIR) / (R +r,,
+ R[IR)].

If R +r,,<< R||R,, then U% ~ U°; + U,

At a high level of the input signal, if the conditiU*>U,, R, / (R + R), the
VD diode is closed, the input circuit is disconnedted the load (Fig. 1-6) and the
output voltage is set to hig



U12 = Uun [(RH“(ro6p + Re)) / (R + Rlll(ro6p + Rz))] +U 11[R”RH / (Re + rnp +
RIR)] +1o(RI| B (R + T'o5)),

Usuallyr,;,>>R., R, soU% = (U,, + Rlp) R,/ (R + R) and it does not depel
on the input signal. Note that if in the circuiagram of Fig. 1.2 the low output sigt
is U% ~ 0, and the high depends on the input sidU";, then in the circuit diagram
Fig. 1.3, on the contrary, the low lew® ~ U°% + U, is proportional to the inpt
signal, and the higb*, does not depend on

Considered diode switches can be 1to construct the simplest combinatio
logic circuits. In Fig. 1.4a shows the scheme, and in Fig.-@.the truth table and
conditional graphic designation of a t-input logic element OR on diode switche
Only in the case wheon bothinputs have low level®;; andU®,, diodesvD1, VD2
are closed, the output is disconnected from thaetg)@nd is set to low. In any otl
combination, the output connects to the input tactvithe highest level is given, i.
Ui, = max {Uy, Uio} - Up. This expressn is an analogue expression of disjunc

Scheme on Fig 1-¢ - variant of the switch on Fig. 1.3 for two inputH. at
least one of th&D1 diodes,VD2 is open by a low input signal, the circuit outps
connected to the lowestput. Only when all the diodes are locked up lyhHevels
at the inputs, the output circuit is disconnectexunf the inputs and thload is set to
high potential.As can be seen from the truth table on 1.4-2, such a scheme
implements a logical opation of conjunction. Its analog equivalent isedligtined by
the expressiollp, = min {Uy;, U} + Uy
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Fig. 1.4

Based on diode switches, tw-step combinational logic elements
constructed. Listed in Fi(l.4-0 scheme implements the logical functiy = xx, +
xgxg0r for electric signalU, =~ max {min [U4, U], min [U13, Ui} . Since the circuit
consists of passive components, the input signakekened by passing each log
degree. In order for the amplitude of the outpgnal U, to be maximal, it is
necessary to fulfill the conditionRi<< R,<<R,, which inevitably leads to &
increase in the power consumption of the cir

1.2.Bipolar transistor as a switch

The use obipolar transistors in electronic switchis based on the properti
of transistors to change the resistance of a vergl@mgndreds of Q) in a Cut-off
modeto significantly less, inn active mode @ units)and very small in saturatic
mode (units of2) under the action of the control sigi

In Fig. 1.5 shows the static characteristics of the bipolandistor wher
included in the scheme with a common emitter (C&), Fig 1.6 - input
characteristicg; = f; (U.) while U, = const; in Fig 1.%- output characteristici, =
f, (U.) while I; = const The transistor in switch devices operates ingh fsignal
mode and itproperties ce be described by a nonlinear Eb&tela injection mode
of ideal diodes and controlled current sources.(E6).
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Fig.1.6

The current of electrodes of the transistor, depgndn the voltage on them,
are determined by the relations:

ic = [(Twou) / (& (1 -ao))] [(€XP(AUpe) - 1) —a (eXplUc) - 1)];
i, = [lo! (1 -aa)] [(EXP(AULe) - 1) ar — eXphUcp) + 1)];

Ip = le— g,

where:1 = 1/ (myy);
|0 - collector reverse current;

o andg, - emitter current transfer coefficients in the eotbr circuit,
respectively, in normal and inverted active modes.

Such model is used mainly in machine design methadds in approach
calculations, piecewise linearly approximated me@ee used.

Let's consider the scheme of the simplest switclthenbipolar transistor of
npn-type (Fig. 1.%). The load on the transistdfT is a resistor connected between
the output and the common bug"(), or between the output and the power supply
(R’), or the load can be divide®'(, R",). The mode of operation of the transistor is
determined by the sources of the input sighhadnd the input circuit of the resistors
R1, R2 and the source of the closing offsdil;,. TheR1andR2 resistors must be
selected so that, at low input levels, th8, transistor VT is reliably locked
throughout the operating range of ambient tempegafiand at highu’; level, the
transistor must be saturated at the input.
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The bias sourcel);,, is not required if the transistor cutoff mode is\pded
by the low level of the input signU° and the condition of closure is not disturbe
maximum ambient temperatu

To simplify the analysis of the statics and dynamaf such a switch, w
transform the scheme using the equivalent genettaorem. The components of -
transformed schen(ég. 1.7-b) are determined from the relatic

Uul= [U un.RH+UHR’K] / [RH+RK]1 RK = RK”RH1 Ul = (UeRH + Uun.ZRl) / (RL[ + Rl)

To provide the transistor cutoff mode, it is neeegshat,at a low levelU’; of
the input signal, the emitter junction of the tiat was locke( As can be seen from
Fig. 1.56, locking can be considered low potenU® at the input, which provide
on the emitter junction voltagU;. < Uy. If this condition is fulfilled, then bot
transistor junctions are locked and the transistdhe circuit of Fig.1.7-6 the first
approximation can be replaced with the source efriverse current of the collec
junctionl,q (Fig. 1.84).

Fig. 1.8

The thermal currerl,, flows through the resistd®; and increases the potent
of the base. The higher the collector junctiongerature, the greater the curregg
and the voltag&,.. The condition for locking the transistor mustdeformetcin the
worst case, that is, at the maximum temperaturéh@fcollector junction and tt
corresponding curremtyns, through it:

Use = U % + LomaRs < Ug (1.5)

If the condition (1.5) is satisfied, the transisVT is locked; on its collecto
whichis the output of the circuit, a high level is

U12 = Uun - IKORK" (16}

13



To unlock the transistor, you must submit a higrel&'; > Uy, on input of the
switch. In this case, the transistor can be invacthode or in saturation mode. The
saturation mode occurs if the base curdgmf the transistor, reaches or exceeds the
15, value, which corresponds to the position of the@distor operating point at the
interface between the active mode and the sataratade:l; > I,

The input circuit of the saturated transistor ia timear approach version can
be present in the same way as a diode by a senescted volume impedance of the
baser; and a voltage sourdd,. The resistance between the collector and thé&emi
of the saturated transistor is determined by tbpesbf the saturation line (Fig. 1.5-
8): I, = AU, | Al, whenl; > l;. An equivalent circuit of a transistor switch in
saturation mode is shown in Fig. lh8For this scheme, the saturation condition has
the form:

[6 = (Ull - UO) / (r6 + R6) > |6H = IKH /,Bmin = Uun / (ﬂmin(RK‘ + rKH))! (17)

Since the gain of the current transisfonas a technological range, inequality
(1.7) must be performed in the worst conditiongt ils, with the smallest allowable
valuep = pmin. If the condition (1.7) is satisfied, the transis¥'T is saturated and the
low-level transistor is set at the output of themgwitch:

U2O= rKHIKH= rKHUMn /(RK+rKH)'

1.3. Transition processes

The inertia of the switch based on the bipolardistor is characterized by the
duration of the switching cycle, which includds,,,..- delay of switching on the
transistor when input of the switch by a high lesgnal U,', which satisfies the
condition (1.7); t,,., - the duration of the transistor's inclusion, tisathe time of the
increase of current through the transistor fromtkie@mall o to the saturation current
l... t,- the duration of the shutdown delay due to themdznation of charge in the
base when the transistor passes from saturatidmetactive modet,,.,- the time of
the switching, that is, the reduction of the cdlbecurrent of the transistor from the
saturation currenit,, to the current levdl; tOId,- duration of the potential increase on
the collector of the transistor, due the chargecdies of loading and installation.

Then, the full cycle of switching or split timE,,, is equal to the sum of the
named intervals:

— 01
Tp03 - t3m.6m + tem + tp + t ¢+

This is the time necessary to recharge the paraapeacitance of the circuit
mounting, interelectrode capacitance of the tramsido accumulate the charge of
minority carriers at the base of the transistothat offset and recombination of this
charge when the transistor is locked.

14



Since the collector current of the bipolar tramsis$ a curent of extraction of
non-main charge (hereelectrons) from the base and is proportional toctherge ir
the base, the transients are conveniently analygedde dynamics of charge chang
Therefore, such method of analysis of transientgime( the method of analysis
charge of base.Fig.1.9

Fig 1.9 shows the variant of the equivalent circuit (see 1.7-6) of the
transistor switch, which shows the load capacitasfcC, and the equivalent inp!
capacitance of the transisiC,,, due to thecapacitances of the emitter and colle
junction of the transistor, as well as the parasifipacitance of the installati

Consider the characteristic sections of the tremmst process in time diagrams (F

1.96).
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Fig. 1.9

1. By the timet;, the transistoVT is locked at a low level of the input sig!
U%, which satisfies condition (1.5). The currenttire base circuit of th
transistor is determined by the reverse currerthefcollector junction/ = -

Lo. The charge&) of the basen the absence of injection of minority carri
through the emitter transition is practically aldseQ ~ 0. In the collector
circuit, the return current of the collector trdmsi is 7, = [ At the switch
output, a high level is maintainq
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UIZ = Uun - ]KORK

2. At timet,, the potential at the input of the switch jumpsréases frontu%

to U';. The base potential of the transistfyincreases with charge capacitor
C,. due to resistancB;. The voltagel,; increases with the exponential law
with a constant time; = R;C,, from the initial voltageJ®,, = U%+R;/, to the
asymptotic levelc,, () = Ul + Ryl By the timet,, until the voltage on the
base remains less than the threshold voltdgehe transistor remains in the
cutoff mode, the charge of the base, the poteatidlcollector current are not
changed. The time interval fromto t;, when the potential of the baskg (the
voltage at the emitter junctiodd;,) reaches the threshold voltade,
determines the duration of the delay of the traosiactivationt,,, ...= t, - t..

To determine the duration of thg ..., we use the property of the exponential
function (Fig. 1.9) A(t) = Ao+(4.. - 4o)(e™ - 1), which is as follows: if the
parameters of the exponential functid®m - is the asymptotic valye is the
time constantA(t;)) andA(t;) are the exponential levels, the interval of time
fromt, tot, is determined by the relation:

At =t -t = zIn[(Aoo - A{t1})/( Ao - A{t})]. (1.8)
Using this expression, we define the delay timariolusion:
tose = o IN [(UT1+H oR-{U 0+ 1oRA(UT1+ 1,0R-Uo)] =
~R;C. I [(U-U°)/(U-Up)]. (1.9)

3. At timet,, the potential of the base exceeds the threshutdgeU,, opens
the emitter junction, and the transistor switchesnf the cutoff mode to the
active mode. Injecting non-main charges into tagebby the emitter (in the n-
p-n-transistor they are electrons, and in p-n-ple$) due accumulate charges
in base. The rate of charge accumulation is higher|arger the current of the
base I;(t). With a sufficiently large base current, the inpatcuit of the
transistor can be represented as Figol.8hen the current in the open base
transistor base circuit:

i5(t) = (U1(t)-Uo)/(Rs+r5).

The increment of the charge of minority carrief® per unit time in the
interval At is determined by the expression:

AQIAL = i4(t)-Qlr, (1.10)

wherez; is the average lifetime of non-main charges. Ipression (1.10), the
first term describes an increase in the chargb@enbise (if;(t) > 0), and the
second one is the decrease in charge due to the fiietime of non-main
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charges; and the recombination of a portion of the carriarthe active base
region.

In the limit for infinitesimal intervals of time webtain the differential
equation of the first order:

dQ/dt = ix(t)-Qlry. (1.11)

If Uy(t) = U'= const the current of the transistor base remains malbyi
constant:

i5(t) = 12 = (U'-Ug)/(Ro+1 5) =UN/R:.

then the solution of equation (1.11) is an expaaéhinction:

Q(t) = Qu[1-exp(-t)]+Qo, (1.12)
where Ql =3 |51' (113)

With the accumulation of charge in the base propoatly increases the

collector current, the voltage drop on the resid®rincreases and the

collector's potential falls. At tim& the transistor switches from the active
mode to saturation mode, the collector current gndisee Fig 1.9) stops at the
Lo, = Uy, (Re + 1) and the collector potential falls at, level.

The interval from the momernt to tzpresents the switching time of the
transistort,,,. Its duration can be determined using (1.12), & take into
account that the charge on this interval increfreas Q, = O to the value

sz = T,BI o1y :(4)

which corresponds to the position of the operatiomt of the transistor on the
boundary between the active mode and the saturatae. In this case, the
charge increases exponentially with a constant timand asymptotically
approached to th®, level. Then, using the expression (1.8) and takmo
account the formulas (1.13), (1.14) we obtain:

tor. = TAIN[Q1/(Q1-Q.p)] = wpIn[( 74l 52)/ (4l 51~ T4l5..)] = 4IN[S/(S-1)], (1.15)
whereS = |1/ |;,- saturation coefficient of the transistor.
The duration of the front edge of the output sigadf’, = t,.

4. At this stage, all currents and voltages esthbll at timésremain constant.
The transition process is characterized only bycihinued accumulation of
charge in the base beyond the limit value@f. The charge of non-main
carriers exceeding the value @f, is called excess. The charge continues to
increase in exponentiation, but with a changed e&pbal parameter, = 0,7
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... 1,515, which characterizes the average lifetime of nairmcharges in
saturated mode. The change in the average lifeifmen-main charges is due
to the redistribution of charge in the active basgion when the transistor
passes from the active mode to saturation. Indhse, for fusion transistors,
7,< 15, and for diffusionr, > 7;. It can be assumed that at the tithe 3z,the
process of accumulation of excess ch&pgg, ends and the charge reaches the
value:

QZ = Q2p+QHac)ﬂ = THI61 (116)

The ratio of the accumulated char@® to the limiting Q,, in terms of
expressions (1.14) and (1.16) approximates theragain coefficient of the
transistor:

QZ/er = TH|51/T/3| o= S.

5. At the rearedgeof the input signal at timg, the current of the baggt) of
the transistor jumps varies by magnitude (and signg (U%-Up) / (R; + 1),
the equilibrium state of charge of the base isatedl and its recombination
begins. The excess charge exponentially with ataahtimez, decreases from
the valueQ,, seeking asymptotically tQ; = z,l5. At this stage, the charge in
the base(t)>Q., and the transistor remains saturated unthen the excess
charge recombination ends and the saturation st@amsenters to the active
mode. In the interval froms to ts the collector currentand the output voltage
U, remain unchanged, and this stage of the transpiimcess is called the
recombination time. Duration of the stage of reboration:

1:p = t6'1:5 = THIn[(QS'QZ)/(Q?)'sz)] = THIn[(I 62TH-I51TH)/(|62TH-|5.H.T,B)] ~
~1IN[(50-S)(Sun-1)] (1.17)
where I/, =S, - the coefficient of closure.

6. At timets the transistor enters the active mode and fromidhel Q,, the
base charge exponentially with the constant titpedecreases, seeking
asymptotically toQ, = 74l5,. At the same time synchronously decreases the
current collector, and begins to increase the output voltage. Thpes which

is called the exclusion stage, ends at timehen the leveQ (t) = Ois reached.
Duration of the exclusion stage:

tower = trte = TIN[(Q4-Q.,)/Q4] = woIN[(I 62757 15,75)/ 1 5274

= 5In[(S;0,-1/Se] - (1.18)

At time t;, the transistor goes into the cutoff mode, itsutnpnpedance sharp
increases, the base current is sdt (0) = -/,0, and the collector current g (t)

= |,<0.

7. The increase in the output voltadgt) is associated with the charge due to
the collector resistance &, of the equivalent load capacity = C, + C, 5. +
18



C,, where C,, C.5 C, - capacity of a load, collector's transition and
installation. The duration of the rear front8p = 3z,,, = 3R.C,. In the case
of a purely active load and a small installatiopagity (C,, = 0), "¢ = t,... can

be considered.

Analyzing the dependence of the duration of theetiyp difference of the
transistor switch on the parameters of its comptshand control signals, we can
draw the following conclusions: the tinyg; less, then the less thgof the transistor,
that is, the greater the marginal amplificationqgtrency f,=(S+1)/(2xzs); with
increasing transistor saturation coefficient, theation timet,,, decreases, the time
of recombinatiort, increases, and the duration of the exclusjgndoes not change,
the recombination timg and the time of the exclusidp,, the smaller the bigger
factor of theS;,,.

Therefore, the minimum duration of thg can be obtained using transistors of
the required frequency range and the optimal choicggnal levels controlled by the
switch U% and U'l. If, however, the minimum,,, is more than permissible, it is
necessary to use circuit technical methods of igréiansients in transistor switches.

1.4. The switch based on a bipolar transistor witla nonlinear feedback

The duration of the switch-on phase of the traasigt, can be reduced by
supplying a larger discharge current to the bdseaccordance with the expression
(1.15), thet,,.is decreasing, but due to the growth of the saamatoefficientS the
duration of the resorption phaggincreases simultaneously. As a result, in spite of
additional power losses, the speed of the switatotsincreased. One of the outputs
in this situation is the exclusion of the satunatrnode of the transistor and thus the
switching of its operating point between the activede and the cut-off mode.

In Fig. 1.10. &) is shown a schematic diagram of a transistorcéwthat uses a
nonlinear feedback (NLF) viaVD diode (parallel negative feedback voltage). The
depth of such an NLF depends on the mode of theediib the diodevD is locked,
the influence of feedback on the operation of thiéch can be neglected. If théD
diode is open, then due to its low resistangbe deep feedback and the voltage
transfer coefficient in the circuit are realized:

Kuo.c. =U2/U1 ~ r()/R(q >0, r,<<Rj;

and the potential of the collector of the transistdixed.
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In Fig. 1.10 ¢) shown time transient diagrams when applying thetiges
pulse switch to the input. Before the tit; at the switch input there is a low level
UY signal, the transistovT is closed, on its collector is supported by higheptal
U%,, which causeshe inverse displacement of the dicVD. At time t,, the input
sharp increases from zeU% to the unit levelJ;. Throught,,.., at the moment,
opens the emitter transition and the base of Hresistor sets the current of the b

Ism1=[U 11R2'Uu.n2(R6+Rl)'UO(Réi+Rl+R2)]/B1
whereB = RR+AR1R+Rr 541 ;R +Rs1 5, 1:<<R1, R, R;.

As the collector current increases, the potenfighe collectorU, falls, while
the closing voltage on the diode VD decres

U, = U*'Uz = Ut smif 6l 1nR1-U2

Wh@r@llm = [U 11(R2+r5)/(B-R2|’5)]+[(U u_n2r5-UoR2)/B] =~ [U 11/(R5+R1)] - the input
current until the diode is unlock

At the timetz, when the collector potential is close to the isdton voltage, th
VD diode opens and the input currdy, is redistributed between ttVD diode and
the resistoR;: the current of the resistR; is reduced by the magnitude of the di
current increasell,. Since the current of the diode closes through dbllector
circuit of the transistor at a practicy constant collector potential, then the colle
current from the momert; increases by an amount df,. The potential of th
collector of the open transistor differs from thetgmtial U* by the value of the
voltage on the open diode. If we take iual to the threshold voltacU,, of the
diode, then approximate (since the small changeltageU* after disconnecting tr
diode is not taken) voltage at the out

0 _ ¢ _
U™ =U -U, = UgHl smir5+ 1 10R1-Ugy
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At time t,, the constant values of the currents of the BBasé,, collector and
diode are set.

On the back edge of the input signal is currerduph a diode changed to the
opposite direction, its return resistance is restand untikg the diode is turned off.
Thus, the NFL breaks apart and a recombinatiorhefdharge in the base of the
current begins:

Limz = [U%Re-U,,,2(R:+R1)-Uo(R+R1+R,)1/B.

Further, the transient processes in the switchés MiLF are similar to those
previously considered in the transistor switch (Sieel.9).

In the scheme under consideration, there is nodskut delay due to the
excess charge of the base of the transistor, o ils a process of recombination of
the charges accumulated in the diode. Thereforpractice for the implementation
of NLF choose high-speed pulsed diodes or Schatikges that operate without
charge.

The duration of the stages of switching on andtlodf transistor in the circuit
with the NLF is determined by the disconnectifg, and the closing;.,, base
currents, which, in turn, depend on the resistaridbe resistorsys, R1, R2 and the
voltage leveld)®;, Uy, U,,.».

Output voltagdJ)®, also depends on the parameters of the input sighith in
the switching circuits is undesirable. The ciranitwhich the resistoR1is replaced
by theVD2 diode is shown in Fig. 1.14- In this scheme, when unlocking the diodes
VD1 andVD2 on the transistor collector, the potential is €ixe

0 -
U™ = Ug+U gy2- Ugor = Uy,

where U, is the threshold voltage of the transistok,; and Ug,- the threshold
voltages of the diodegD1 andVD2, respectively. Voltage)®, slightly exceeds the
voltage on the saturated transistor and does rp@mdeon the parameters of the input
signal.

If a Schottkydiode is used as a dio#b1, which has a very small threshold
voltage Uy~ 0.1 V, then theVD2 diode in the base of the transistor circuit is not
required (Fig. 1.15), the Schottkydiode and the collector junction of transistor are
included in parallel, but due to the fact that lin@ting voltage of the diod&J,, is
essentially less than the threshold voltage ofabiéector junction (for the silicon
transistorUy, = 0,5 ... 0,7 V, the Schottkydiode opens earlier and thus prevents the
transistor saturation.
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Fig.1.11

In the open state, the potentialU’% is determined on the transistor collec
which can be determined by an equivalent switctudi(Fig. 1.1-s):

Uoz = It s+UotUq,.

Voltage U is small (about 0.1 V), practically does not dependthe inpu
signal and resistance in the base circuit and doltecircuit. Another importar
advantage of the circuit (Fig 1-6) is its high speed, th&chottk diode works
without accumulation of charge, so there is no estéy restoring the feedba
resistance of the diode. The advantages of aistanswith a collectc-base
connection through &chottkydiode have led to the creation of a monolithicdtire
of a diode, aSchottkybipolar transistor manufactured in a single tecbgichl
process, called th8chottk transistor (Fig. 1.1%) and is widely used in integrat
circuit engineering.

1.5. Electronic switchesbased on field effect transistorgFET)

For construction of electronic swites, it is possible to use fieleffect
transistors with p-anctior control, with an isolated switch and a k-in or induced
channel. In the digital circuitryMetal Oxide Semiconductor Field Effect Transis
(MOSFET)with induced |- or nchannel have become the most widely t

In Fig. 1.126 -shows the graphic image of -type inductive MOS transistt

In Fig. 1.12a, -6 shows the drain and gal-V curve of the MOS-transistor
with induced nehannel. If the voltagU, .<U ., then the charge transfer channe
not induced and the transistor is lockedU, >U 4, then the rchannel is induced in
the sublingual region, through which the curreotv8 which is determined by tt
voltage U, ,, between the channel electrodes, the transistopes @nd its workin
point is in the steep (triode, 1) or gently slopi(mentode, Il) characteristics are
Accordingly, in the field of characteristics | dr the drain current of the transisii,
Is described by the expressic

I | C:,u[(U 3u'Un0p)Uc.u_015Lch.u] ’
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II: iC=0,5,U (U3u_Un0p)2 )

where u is the specific steepness of the control charatteritheU,,, -threshold
voltage of the current cuto
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Fig. 1.12

In Fig. 1.13a is a diagram of the simplest switch on the MOS distor,
included in the scheme with a general leakage atidtive linear stock loaR.. If
the load of the switch is an active resistancR,, it can, by using the equations
the equivalent generator, be included in the edemtaesistancR..
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Fig. 1.13

The static mode of such a switch is determined Hey lbading line on th
family of stock characteristics (Fil.124). At low level of the input signaUO1<UnOp
the MOS transistor is in the cutoff mode and, sitiee leakage current through f
closed channel, is sufficiently small 7, <10° A), it is possible to assume the h
level of the output signéU',= U,,,.. The power consumption from the power sot
U, in the closed state of the switchP',,,, = 0. At a high level of the input sign
U'1>U, in the transistor, the channel is induced and theeat/*, flows through fit,
which is determined by the poinf intersection of the loading line with the stc
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characteristic. = f (Ug,). Depending on the value of the input voltage the supply
voltageU, , and the resistandg, the working point of the transistor is detectedhe
“triode" region (the steep areas of the flow chemastics), to the left of the line,
which is the geometric location of points of overlaf the flow characteristics (area |
in fig. 1.12a), or in "pentode” (area Il grate areas in fig 1a)2to the right of the
line (1.19):

Uew = U= Uy (1.19)
At the output of the switch is set low potential:
U%=U,- IR, (1.20)
wherel. - flow current, which is defined graphically fraang. 1.12a.

To solve the analytical determination of the opgagapoint of the open transistor
(U..= U%, ic = I), one must solve the equation (1.20) and one®ffiproximating
stock characteristics of the equations for thed&ioegion: & x [(U,,-U,,)U.-0,5
U?.]or for the pentode are@:= 0,5¢(U.,-U,,,)’Wherey is the specific steepness of
the drain and gate characteristic.

The transients processes in the switches on thee tfi@nsistors are due to the
transfer of carriers with mobility through the lengtlh channel and the recharge of
the inter electrode capacitances of the transfgtain —bulkCc;3, drain - sourc&, ),
as well as the load capacities of theand the parasitic capacitance of the installation
C,.

The transport time of carriers through the charnpgl= 2,21%(vU,,), where
for electrons the mobility,=0,04 n?/(Vs), and for holes v, = 0,02 nf/(Vs) , so n-
channel MOS transistors have higher performancelegth of channel the order
of units of microns and voltadd., of order of tens volt,,, is very small and has the
order of 10°%. Therefore, the speed of the switches on the N@Ssistors
determined with processes of recharging of the refgetrode and external
capacitances of the transistor.

In Fig.1.136 - show the timing diagram of the idealized inpigihal U,(t)and
the output signal,(t). The jump of the input signal at timgdauses the in-phase
interferencedU", at the output due to the transfer of the input pérectly to the
output through the capacitive voltage divider fraitme capacitanceC,., and
capacitance’,, which includes the capacity drain - soutce, the load capacity,
and assembling,

5U12 = [(U ll'Uol)Cc.S]/[ Cc.3+ CO] )

whereCy = C,,+C,+C,.
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Further, the capacitanCyis discharged, and the capacitaC,, is recharged
through the open transistor and the drain resR.. In general, the speed of 1
process at this stage is determined by the condliyctf the open transistor, tt
output voltage exponentially falls with a constdisicharge time

Tp = [( CO+ Ccs)RC]/[Iu(Uun'Unop)Rc"'l] . (121)

Then the duration of the negative edge of the dusmnal (the time interve
fromt, tot, when the signal drops 10.9 (U',-U%)) can be estimated :

%% = 31, =[3(Co*Ce )l #(UunUnop)]-
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At the back edge of the input signal at the monts;, the common-mode
emissionsU® = dU%, is formed. Then the transistor is rapidly closgdtime of
nanoseconds), and the charge of the equivalentitapeeC, and the recharge of tl
capacitanceC.,, which proceeds according to the exponential lawh wonstan
charge time, proceeds; = (Cot+C.,)R.. Accordingly, the duration of the positi
edge of the output signalt®, = 3¢, =3R,(Cy+C..,).

From the standpoint of integral technology, switch under consideration h
significant disadvantages: it is difficult to prambutransistors and hi-resistance
(drain R, resistors in a single technological cycle. Excds high-energy
consumption in the open st?°,,,, = U%,./R..

The first of he disadvantages is eliminated in the integrateduits by
replacing the linear resistR; with a nonlinear one, which uses the MOS trans
with bipolar inclusion (Fig. 1.1-a) with a shorted bulk and draiFor transistoVT2:
U... = U,.. If on the family of drain characteristics of tharsistorVT2to construct
an infinite line dividing the pentode and triodegimms (Fig. 1.1-6- curve 1) for
which the expression is correct (1.19) and shittliing the axis of voltage to tl
value of theU,,,, we obtain a nonlinear depender- |-V curve of the MOS-
transistor in bipolar inclusion (Fig.1.-b - curve 3). In the same graph, 1-V curve
loading transistoMT2is given at the supply of an arbitrary constantaggU,,,.» to
its switch (curve 2 - i), ,1<U,,,,< U, 2+tU,,,, curve 4 - ifUu,,.<U,,1). In order to
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provide 1-V curve close to the linear, as transducers, transisgtithsa low specific
steepness shwiff characteristiw and a minimum voltage ), are manufactured as
a load.

We construct the-V curve of a nonlinear tweerminal on the family of flov
characteristics of the switching transisVT1as a line of its load (Fil.14s). This
allows you to graphically determine the levels o butput voltage of the switch
the lockedU’;, and the opelU?; state, as well as the current of the open tramsVT1
with the loadvVT2 Note that in the closed state, when both trémsisare closed, tF
high levelU%, is not defined strictly, since it depends on thedman resistare of the
leakage of the transistovsl'l andVT2

U12 = Uu.n.l R@um.ll(Reum.l+R6um.2)
and may vary in the ranU, 1> U'>U,,1-U,op2

The considered circuit scheme is more technolodgmaintegrated circuitry
but it has high consumption ° . = U,,l. when the transistoVT1 is open.
Reducing the power a?,,, by simply increasing thB; resistance can only be me
to certain limits, which are determined by the asitfor the maximum permissik
length of the frontstloqband tmd,. Significantly, the power consumption of
electronic switch can be reduced if, as a load, arseslement with a controlle
internal impedance, which when closing the transiVT1 should have minimur
resistance, and when unlocki- the maximum,

In the scheme in Fig. 1.-a as a load of the nhannel transistcVT1 used p-
channel transistov T2, controlled by the direct input sigrU;. Due to the symmeti
of the circuit, each of the transistors is a cdtabde load for another transisto
Different types of conductivity when operating with the sasignalU; provide
mutually opposite modes of operation. Therefdres, said that the transistors in t|
scheme complement eacother one, they form the s@lled complementar
structure.
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The type of static transfer characteristic of thmmplementary structure
depends on the ratio of the supply voltageand the threshold voltages of the n-
channel {,,,1) and p-channell,,,,,) transistors. U,,> U,,,1+ |U,. 2, then the
transfer characteristic (Fig. 1.k)»-contains the following characteristic areas.

1. U,s = U< Uy~ TransistorVTL in the cutoff mode|U,| = |U;-
Uual>>|U 002 - transistorVT2 in triode mode. Output voltage is defined as
the result of the voltage supplied between the Ingginstor of the leakage of
the locked transistoVT1R,,, = 10 ... 1 G Q and the small resistansd2in

the triode mode', ~ 1¢ Q, so the output level is set ', = [U,,Rum] /
[Rom1t '] = U,,.. Typical value of high leval’, = 0.999U,,. The current
consumed from the power supply is insignificany;, = U,/ [Rem1+ [ '2
~Uynl Romaa:

2. U,1< U< U,.2 U,.-- the limiting voltage of transistor transition VT2
from the triode mode to pentode. In this area, Widrks in pentode, and
VT2 - in the triode of characteristics. The conmpémt pair is in amplification
mode with the voltage transfer factdg = -1+ (U,,,-Us) "2, wherer';; is the
differential resistance of théT2 transistor in triode mode; is the specific
steepness of the control characteristic of the ststor VTL Ky is
insignificant because ,<< r". Current,,,,through transistors is increasing.

3. U,.2< U<U, .4, U,.1 - the limiting voltage transition of the transisto
VT1 from the pentode mode to the triode. Both gistors are in pentode
mode and provide the maximum voltage transfer fagio= - (ux + wo)
*(Uup=U1)* [r"a || r"2l. Consumption current continues to grow to the
middle of area 3 to the valle; = Ic, = lcmalfig 1.156, -6) and then with
increasingU; the consumption current begins to decrease, asrdhsistor
VT2from the valudJ, = 0,5U,, closes faster than opexs 1L

4.U;r1< Ui<U,,,. -| U,,,2|°- the transistoT1 from the pentode goes into
the triode mode, and/T2 remains in the pentode. The transmission
coefficient of the voltage is less than in the oegi3, Ky = -uz*(U,,-

Uy [r'a]lr "2JJand with the growth of U decreases as the differential
resistance’;; of the transistoWT1in the triode mode decreases. The current
consumption of,,,,, is reduced due to the locking of the transisfo2

5.U>U,,- | U,pp2|°- the transistoW T1is in triode mode, the transistéir2 -
in the cutoff mode and because of its resistanddeadlow of R, flows a
very small current. Output voltage of the switdfy = [U, ] 1 [Roumaz +
r'4] = 0. The typical low output levdl®, = 10°U,,. The power consumption
current is negligible:
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Ionom = Uu.n./(Reum.2+rTi1) ~ Uun/ReumZ

When using a power sourU, ,<U,,, + | U, | regions 2, 3, 4 of the transi
characteristic (Fig 1.16y are merged and remain only areas 1 and 5, fochwdii of
the above is fair. A zone of overlapping of regibmand 5 appears, in which bc
transistors are in cuiff mode and the level of the output signal is dateed by the
leakage resistance ofdltlosed transisto

U2 = Uu.n.R@um.l/(Reum.l-i-Reum.Z)1

With R,,,,. andR,,,.ovarying in fairly wide limits by chance law. Untainty in the
overlap area is eliminated when an external loabmectec
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Transient processes in the switch on complement@S transistors at
determined by recharging the interelectrode capacés of the transistoVT1, VT2
as well as the capacitance of the IC, and the parasitic capacitance of the mour
C, (Fig. 1.166).

Suppose that by the tint,U, = U°1<Un0p_1. Then transistoVT1 is closed, and
VT2-in triode mode. At the output of the switch we éavhigh signal leveU', =
U..., the capacities”,, C',, C'., are charged, and",, C",, C"., - discharged. The
incoming input signal; at timet;causes an iphase output jum

oU", = [(U - U°)C.J/(C'o+C"), (1.22

WhereCc.3 = Cc.3.1+Cc.3.2a CIO = Cc.u.1+ CIM+ Clm C"O = Cc.u.2+ C"M+ C"H' If U11>U WL~

|U,.0.2|, the transistor VT2 turns out to be closed, and \&l@pen and its operatir
point as the output potential decreases, it mowes the pentode region to the trioc
The rate of increasing of the output voltage issdatned by the discharging of t
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capacitance’, the chargingC"y and the recharging of the capacita@ethrough
the open transistor VT1, the differential resiseant whichr,and with the decrease
of the potentialJ, also decreases. Therefore, the change funthi@hin Fig. 1.16

6 is practically no different from the exponentialdathe duration of the negative
edge of the output signal can be determined usiagedlation:

t'% ~ 3r°=3Cr"y, (1.23)
whereC = C',»+C"+C, ., r' ;- differential resistance of the drain of the tiats VT1

At the back edge of the input signal at the mont@ttthe output of the switch is
also formed a single-phase obstaéld,, which amplitude is determined from
equation (1.22). TransistofT1 goes into cutoff mode, transistMT2 - first in
pentode and then with increasing output voltiggvoltage reductiorJ.,, = U~
U,..), in triode mode. The positive front of the outgignal is also formed by law
close to the exponential and is determined by efeion:

t*% =~ 3"=3Cr", (1.24)

The current consumption,,, (t) is also related to the recharging of the
equivalent capacitandg, since the through-current through both transistan be
ignored when practically instantaneous closing @frtbem.

The switches by complementary MOS transistors (CMQ8ovide high-speed
performance with rather insignificant power constiomp which depends on the
switching frequency. They provide maximum powensiamption(U?;, - U% = U,
and keep operating in a wide range of voltage supp), = 3...15V Lowest power
consumption is characterized by the switches thatfed from the voltage source
Uun< U,gp1+ | Ungp2 |, In Which the active component of the consumptiorrent in
the static mode i§,,,.= 0. Low power consumption allows the use of the dvatc
on the CMOST as the basic elements of integratemliits with a high degree of
integration.

The mentioned advantages of such switch schemexchieved by complication
of technology of their manufacture and increaseast, but as the technology of
integrated microcircuit technology is improved, dbedisadvantages are becoming
less significant.

2. Diode-transistor logic elements (DTL)

Elements such as diode transistor logic (DTL) haeen widely used since the
mid-sixties of the twentieth century, thanks to tkienplicity of schemes, the
flexibility of expanding functionality (combining utputs in the assembling OR,
increasing the number of inputs by connecting e&sediodes, etc.). Competitive
technologies have pushed DTL elements due to higedgormance, reduced power
consumption and improved other operating parametei@vever, the use of
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Schottky's high-speed diodes in DTL-elements sigamftly increased their
performance and increased the interest of devedopethe corresponding series of
integrated circuits.

2.1. The basic element of the NAND (Sheffer-elemgnt

Consider the diode-transistor element NAND (Fig)2.he scheme of the
element contains the following functional parts:

» diode logic circuit AND with two inputsR1, VD1, VD2,
« amplifier-inverterYT1, VT2, VD3, R3, R4, R5

 element of connection diode logic to amplifiB2( VD3J. (break down
protection)

The number of similar inputs determines the fumdlay of such elements and
characterized by input combining coefficigfa#n-out) Kro. The fan-out coefficient is
the number of inputs of a logic function that cam driven from a single output
without causing any false output. It is a charastierof the logic family to which the
device belongs. For DTL, usuaHly8. [Kro=min( lou/lin) for high and low input signal]

At the output of the logic circuit AND, an intermatk signal is formed’ =
X1* X%, the level of whichu ' = min {Uy} + U,,.

Through theVD3 diode, this signal is received at the input of theerter
amplifier.

zTg‘i
S
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Fig. 2.1.

X=X, X, U’ =min{U,;,U,,}+U, .

The amplifier inverter contains 2 cascades:

The input phase-inverter cascade is constructec aransistorVT1, which
forms two anti-phase signals that control the gpemamodes of transistoMT2 and
VT3

The output stage on transistov¥d 2 and VT3 provides switching of output
between a general bus and a power supply.

The feature of this circuit is the use in the beseuit of theVVD3 transistor
diode, which is designed to increase the threshaolidhge of the transistor switch and
prevent it from interfering with the input signasthe logical zero level. ResistR2
provides a return flow of collector junction in theode of the cutoff of the transistor
VTL

To open the transistoéT1, VT3 it is necessary to lock the diodéB1, VD2
and open th&D3 diode.

Therefore, the threshold voltage,, is determined by:

Unop = Uovpz + Uoyr1 + Uoyrz — Ugypr = 1-4V,

where U,yp, Uyyr are the threshold voltages of the correspondirgdesi and
transistors.

Let the input signal pass low level of input sigigl < Unop - Under this

condition, transistory¥T1, VT3are locked, an&/T2 can be in any of the possible
modes: depending on the method of connecting the line transistor can be locked
if the load is connected to a power source, isctiva mode or in saturation mode, if
the load is connected between the output and timenom bus.

If the load is connected to the "ground", then tigio the open transistMT?2
can flow current, while at the output of the eleinseet the high level of the output
signal:

U3 = Uy — Ugypa — Ugyrs — Ugs

At typical voltage of powel/,,, = 5V andU,,p, = 0.7V (for silicon diodes).

U} =5B—0.7B — 0.7B = 3.4V
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At a high level at the all inputs of the invertaiien U > U.,..p, the transistor
VT1goes into saturation mode. Through the resifk8@ndR4 current flows, due to
the voltage drop on these resistors, the trans\81& closes (goes into the cutoff
mode), and the transist¥iT3 goes into saturation mode. At the same time thpub
Is set to low signal level:

U’ > Ul'[Op’ Ug = Il(-l)'rKH3!
wherer,, s is the resistance of the saturated transMid
Transmission characteristic of an element - theeddpnce of the output

voltage on the dominant input signal is U;: U, = f(U;). The type of transmission
characteristics depends on the type and loading parameters (Fig. 2.2), where:

U; = min{ U1i}_

On the transfer characteristic, four distinctiveaa can be distinguished.

UZ

0 U U

1ax nop = 1min

Fig. 2.2

In area 1U; < Uy, the transistor$/T1 andVT3 remain locked, and at their
output, the logic element is maintained constatthge:

Uzl = Uyn — Uorz2 — Upypa

In the region, 2 transistokéT1 andVT2are in active mode, and the circuit has
a voltage transfer coefficient:
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In this area, the noise immunity of a logical elatngeteriorates at the level of
the logical zero. As it was mentioned, the thrésholtage increases due to t®3
diode.

Unop = Uovr1 + Uovrs + Uovpz — Uovpi(2)

If there was ndv/D3 diode, the transistovT1 would open due to the slightest
noise at the level of the logical "0", and the ustbn of theVD3 diode necessitates
the need for a resist®2 and its resistance is selected from the condition

R2-1k01max < U01T1min ,

wherel o1 Is the maximum thermal currepyrimin IS the minimum program
max

voltage of the transistarT1.

This follows from the condition of thermal stabdiion. At the maximum
temperature, the minimum voltage at the emittection VT1 and the maximum
thermal current,,, are set.

In area 3, all transistors are in active mode hgovbltage transmission factor
Kuz is maximal and the transmission characteristgherply decreasing.

In the region, 4 transisto’dT1 and VT3 are saturated, the transistéi2 is
locked and the output voltage of the logical zermmdependent of the voltagk, but
Is determined by the load parameters:

0 _ g0
U2 - IH'rKH3 ,

wherel®, — current of external loadr,,; — resistance of transist®fT3 in saturation
mode.

2.2. Logic elements AND-OR-INVERT, NOR

In Fig. 2.3 is shown the example of the DTL, thenednt of the two-stage logic
AND-OR-NOT. It consists a power amplifier circuithich often used in integrated
circuits on bipolar transistors.

Intermediate logic signals are defined by logicqiressions:

X'= X, [X,

X” =X3 'X4
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X=X +X"

Output:Y = X* = X; X, + X5X, implements a two-step logical function.

@ RSQRS
Fig. 2.3

Here, the first stag®T1 has two phase-inverter outputs, which control the
modes of the output cascade transistors on the @sitegransisto¥ T2, VT3and the
transistorVT4. The resistoR6 provides the drainage of the thermal current resogs
to ensure the temperature stability of the traosMT3 If the input signal is:

Uy = max{min(Uyy, Uyz), min(Uys, Uys)} = max{Ui, U7} < Ur(l)op

then transistor¥T1andVT4 are locked, an¥T2andVT3are open and the output is
formed by a high level:

Uzl = Uyy — Ixo1R3 — Uprz — UOTB,

where Uyr,, Uors - the voltage drop across emitter transistor ttams
correspondently tYT2andVT3

If transistorsVT1andVT4 are saturated, arMT2, VT3 are in the cutoff mode.
The output level is set to low:

0 _ j0;
UZ _IHI’ZrKH. .
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In both states, the through current through trams$/T2,VT3 andVT4 does
not leak, since in this circuit always one trarmiss locked. Due to this, the output
resistance of the DTL-element in both logical fate small. The through current
through the output cascade can proceed in thetikensiode from the logical zero to
the logical unit at the output. For its limitatianresistoR5is included in the circuit.
The ability to load such elements reacKgs =10 and above.

The separate case of the scheme, which is presentagl 2.3, is when the input
circuits AND have only one input:

X, == Xl’
X” = Xs.

That responds to the implementation of the logéament NOR:

Y =X, + X;.
3. Transistor - transistor logic (TTL)

Transistor-transistor logic (TTL) elements are teehnological development
of DTL elements and are still in use. The simplESL element can be obtained
from the DTL element by replacing the group of ihpiodesVD1, as well as the
displacement diod€D3 by a multi-emitter bipolar transistor (MET) withe number
of emitters corresponding to the number of inputd-rg. 3.1).

Transmission characteristic of this scheme is saimid the characterization of
the DTL element. The difference is to change thesimold voltage:

Unop = Ukn1 + Uoyr1 + Ugyra,

whereUg 4, - the voltage of the collector-emitter of satudaMET; Uyyr1, Ugyra -
threshold voltage of transistovd1, VT2 Input current® at a high level of the input
signalU{ is greater than in the DTL element, becausetitéscurrent of the transistor
VT1in the inverse active mode.

3.1. The basic element of the NAND (Sheffer-elemgnt

The scheme of the basic TTL element of classiceserimplementing the
logical function of NAND, is shown in Fig. 3.1.
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In the system of positive logic, the transistor Mi&ikh the resistoR1 in the
base chain implements the logical operation "ANRhd the push-pull power
amplifier based on transistoYsl'l, VT2, VT4VT3is used as a diode), performs the
function NOT, provides the formation of standarditolevels of the output signal
and the coordination of the TTL-element with a givead.

R4

QR3
Fig.3.1

The mode of operation of MET and input current etedmined by the
dominant input signal:

Ui =min{Uy;},i =1,m

as well as the input impedance of the transistbt. If the potential of the base of
the transistor VTl Ug,is less than the threshold voltagé,, (for silicon
transistorsUs* ~ 0.7B), the transistoMT1 is in the cutoff mode and its collector
maintains high potentidl,=U,, and the emitter is low,; = Ug, = 0. Therefore,
the transistoNT4 is also locked, and the transistdf$2 VT3 are open (in active
mode). When the load is depleted, current throd@B VT3 is determined by the
reverse current of the collector transition of ttemsistorVT41;,. Input impedance
of the transistoMWTL1 is large (resistance to the leakage of its callegtnction) and
the input current is smally; = —Ix ;. With the increase in the potentlg), > U,
the transistoVT1 goes into active mode, the curre¢s and I;increase and the
potentialUg, increases and the collecty, voltage decreases. While the potential
Ug, Iis not sufficient to open the transisirl, the input impedance of the transistor
VT1

Rux1 =181 + (B1 + D (¢Pr/Ig1 + R3) = R3B[¢r/(Upy — Upy) + 1],
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the input current remains largg, = Ik slightly increasing. At the moment of
opening the transistorVT4 is full emitter resistanceR,,, = [rgs + (B4 +
)¢+ /Iz4]||R; and, consequently, the input impedance of thesistor VT1 sharply
decreases and correspondingly increases the ciyrent

Thus, the input impedes sharply @&; ~ Uy + Ups = Uyop = 1,4B.
Therefore, for any combination of input signald/jf< Uy,,, MET base current

11(5) = (Uyn. — U7 — Up)/R1

flows through one or more MET straightforward esmtfransitions and supports it in
saturation mode. Since the voltage collector is@@n emitter in the saturation mode
of the transistoilUyy =~ 0, we can assume thé; = Uy + Ugy = Uy, that is the
input voltage of the amplifiey, is equal to the smallest of the input voltages.

If U > Upqp, all MET emitters are displaced in the oppositedtion, while
the collector is in the forward direction and MEpeoates in the inverse active mode.

On the collector of the saturated transidtdi and the baseT2there is a low
potential consisting of the voltage at the opentmtransition of the transistMT4
and the residual saturation voltage of the traos\st 1:

Ug: = Ug, = Ugs + Ugyr = Ups

Output voltagdJ? is determined by the voltage of the collector-ésnitransistor
VT4in the saturated state and proportional to the arent/,:

0 _
U; = rKH4IZ’

whereryy, - resistance between the collector-emitter ofsthiterated transistT4.

In the case of saturation of the transisfdil between the base of the transistor
VT2 and the emitter of the transistdT3 taking into account the two previous
fOFmU|aS, the V0|tagU52_Eg = UBZ - Ug = UB4, + UKHl - TKH4-IZ'

In the worst case at idle on the way dut= 0 high-voltageUg,_g; IS
maximum Ug,_g3 = Ug, = 0,7V. This voltage is capable of opening one emitter
junction, but it is not enough to unlock two congace transitions of the transistors
VT2andVT3 Therefore, an output transisdi3in the diode mode is introduced in
the output circuit, which ensures the guaranteeHing of the transistov T2, when
VT1is in saturation mode.
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3.2. Modifications of LE NAND

3.2.1. LE with free collector

Sometimes there is a need to use for controlliegdhd of logic element (LE),
which have a separate power sources with high copson current. Such a load can
be a relay winding, a light indicator, etc. Fasthurpose, LE is used, in the collector
circuit of the output transistor, which there is mesistor, and therefore it is called a
logical element with a free collector. Simplifisdheme of such LE is shown in Fig.
3.2, whereR, - external load of the chip. For this case:

+%un.1 %';Uun.z

R

Fig. 3.2
U21 = UHHZ - IKO4 ’ RH ~ Upn2

Unn
Ug = IKH4 *Tkua = ﬁ " Tkua

For normal operation, the collector of the outpansistorVT4 should be
connected, as shown in Fig. 3.2, to the power sugpbugh the external load circuit.
In this case, the external devices that connethdooutput, can operate from other
sources of powellf,,,) with higher voltage.

LE with a free collector allows the parallel contvec of several LE’s to the
total load (Fig.3.3). With such a connectionhi¢ ton output of one of the elements is
low potentialU?, then the output of the entire system will alsweha logical zero.
To provide a high level of potenti&ll at the common output, it is necessary to close
the output transistors of all LE’s, i.e. to setrthim the state of the logical unit. Thus,
by creating a system that performs the "AND" opemata parallel connection of
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several open collectors with a total load can leated. In Fig. 3.3 gives an example
of an assembly of two chips. In this case:

X X

PR, OO
R ORr O
HOOO"<

X' =x1x,x35, X' = x,%:

Y =X X" =X1X,X3 - X4 X5 = X1XpX3 + X4 X5

+UVII'I
R
X1 | 2s
§2— ()X—u—gY
3_
Xs
X & (Xll
5_
Fig 3.3

Such a connection with an open collector is caléasembling AND".
3.2.2. LE with block

In Fig. 3.4 shows an LE with an input V, which pae»s, when V = 0, to
disconnect the output of the chip from the load:
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Fig. 3.4

If input V is applied 1: V = 1, thelf. = X, X,.

At V = 0 the output is disconnected, the transs¥r2 andVT4 are closed.

This is a state of high-resistance output. In thése, the state of outpit is
determined by the external circuit.

Block inputs enable the inclusion of TTL elemeatsthe common signaling
bus.

3.3. LE AND-OR-NOT, NOR

The basic ICs of the TTL series include elemenrds ithplement the AND-OR-
NOT, NOR logic functions.

In Fig 3.5 shown the circuit of the logic eleme2ZND-20R-NOT.

Logical variables in the scheme are determinedbyélationships:
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X, =X1X2 X” =X3X4_ Y, =X,+X” ’Y=F=X,+X” =X1X2 +X3X4

Fig. 3.5

Here the logic function AND is realized by multi-gtar transistors/T1'and
VT1" similar to the scheme NAND. The function OR iplemented by the parallel
including transistors/T2' and VT2". If at least one of them is open, through the
resistorsR2, R3flows the current, which creates for the transist®3 locking, and
for theVT5 - opening potentials on the base and on the owfipilie element is set to
a logical zero. INT2'andVT2" are locked at the same time, the output levediscs
Ul. The number of inputs for AND may be different feach of the groups, but
usuallyKsssanp < 8 . In a specific case, when each of the transistdis andVT1"
has one emitter, we obtain an element of one-StiR-logic. The number of inputs
(groups) for AND is limited Kassor< 4 ) by considerations of speed and temperature
stability, as well as the parallel inclusion of tinensistorsVT2'andVT2" increases
the equivalent capacity of the load of the phasesiter cascade, while through the
resistorR2 flows the total thermal curreit, of the transistor¥T2

In Fig. 3.5 shown the outputs A, B, which can bedusd connect additional
external circuits that extend the logic capab#itid an element using a logic extender
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(Fig 3.6-a). In the circuit, shown in Fig. 3.6, thetput signal is determined by the
expression:

Y == X1X2 + X3X4 + X5X6X7.

Fig. 3.6

4. Emitter- coupled logic (ECL)

The digital elements of emitter-coupled logic (ECane based on current
switches and differ from other types of IC’s witle highest speed, but also with
high power consumption. High speed (or low switghtycle time) in ECL elements
Is due to the fact that bipolar transistors in ¢hescuits operate without saturation,
that is, they can be either in active mode or itrattimode. Another important
factor for increasing the speed is the use of lesistance resistors in the elements
that provide a quick recharge of parasitic capegitby increasing the power
consumption and reducing the difference in loggnals, and thus the impedance of
ECL elements. A circuit’s tool for increasing thigeed is the use of emitter repeaters
that provide reloading of capacities in the loadink through small output supports.
At the same time, the load capacity increakgs; < 15.

Fig 4.1 shows the circuits of the basic logic elamef the ECL, which
implements the logic function 2NOR.

Structurally, such a circus is a bridge, to on¢hef diagonals that fed through
the sourcdJ,, of a stable currerf. From the other diagonal (collectors of transstor
VT1andVT2), the output signal is removed. The base of desistorVT2 provides
constant potentidl,, (reference voltage) from the source of the refegeroltage. If
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Ri=R,=R\ and to the base of the transisttirl come the potentidl, = U,, < IR,
then when the parameters of the bridge transistmrgide, it is balanceid; = i,, =
0.5, i Uy; = U,, = 0.5RI,. In this case, both transistors are in active manoie
there is a transistor-amplifying cascade with amttemconnection and a symmetric
(phase-inverse) output. In digital circuitry, tluascade is used in switching mode.
For this, the reference voltage is chosen fromr#i® of logical levels ¢,°, U,Y)

control signalU,, =~ 0.5(UY + UD).

4.1 Basic logic element OR / NOR
11 L
R. | [R« R2 VT4
"
. ) VTS5
VT'1] VT" VT2
7 e Ucn

~

23
:
5

X, | v
< vpl LY L%
X?—' [ - U U,
VVD2 21
[’]RE [I]Rﬁ R. [l]m @R.’, R4 | |R4
& E"Uun _UCJ
Fig. 4.1

Construct a truth table for the two input signatgl @ee how the transistors
behave for each of the combinations. Logic ofdineuit:

X
~><
<
o<

X’=X1 +X2

X'=X =X, +X,

Y1=X,=X1 +X2

S =
o O O -

P P O o
P, O B O

Y2=X”=X1 +X2
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In the circuit in Fig. 4.1, the current switch isnstructed on a transist®fT2
and a group of parallel-transmitted transistdéid according to the number of logical
inputs of an ECL element. The total emitter currehtransistorsVT1 andVT2 is
stabilized by high-resistd®,. The reference voltadé ,is determined by the resistive
divider R2 R3 voltage, which through the emitter repeater maddhe transistor
VT3,is fed to the base of the transistdr2 For the temperature compensation of the
voltage in the base circuit of the transistir3 included dioded/D1, VD2. Emitter
repeaters on the outputs of the ECL element (storsiVT4 and VTS provide
amplification of the output signal by current arayer, as well as the harmonization
of the levels of input and output signals, reduding signal levels at the outputs of
the ECL element tdJ, = 0.7V (lower than the potentials of the collectors of
transistorsVT1 and VT2. An external jumper connects emitter resisief if
necessary. This makes it possible to combine thputai of several ECL elements
into the "assembling OR" on one common resiR(Fig. 4.2).

XY, ¥
Rt
SRR
X4 T—4—"’ X

Fig. 4.2

Y3 =Y1+Y2=X1 +X2 +X3 +X4

V=Y +Y =X +X, + X3+ X, = (X, + X,) - (X3 + X,)

ResistorsRy designed to securely lock transist®E1 on unused inputs. To
improve the noise immunity of an element, usudllg tground" bus is divided so
that the internal logical elements are connectean® bus, and the emitter repeaters
to the other. In this case, impulse interferencepowerful circuits of emitter
repeaters does not affect the operation mode atiiteh of current.

Let us consider in more detail the principle of tiasic ECL element (Fig. 4.1),
which is based on the operation of the switch anttansistors/T1andVT2 The
potential of the general emitter of the transis¥rd andVT2 depends on the voltage
of the dominantn input signaldJ,;:

U =max{Uy;}, i =1,m.
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The potential of the transistor bag@3 is determined by the dividetiz; =
—U;;;ZZO - R2, and reference voltag¥,, = Ugz — Uys = const = Ug, = —1.3V.

Uon—U
Then the current, = %" = const.

3

Voltage levels on collectoMT1i VT2while U, =u®
Uiy = —Iko * Ry * Kop = OV
whereKyg — the blockage factor at the input (number of tajgu
U, = —1Iy-a- Ry ~ —0.9V.

As already mentioned, the transist§4 andVT5 in addition to the current
gain provide the conform of input levels, reducthg potentials of collectors VT1
andVT2by the value i

Uy = Ugy — Upy, iU = =09 —0.7 = —1.6V,
Uy, = Ugq — Ups, i.6. U2 =0—-0.7 =—-0.7V
Thus, the feature of these elements is:
* high speed,;
* relatively high power consumption;

« small difference of voltage leveld{ = -1.6V; U,' = -0.7V);
* no binding of logic levels to supply voltages.
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4.2 Basic logic elemenE*CL

In the logical elements of*EL the last drawback is eliminated (Fig. 4.3).

VT'1] VT

E]Rs QRS E]Rs
'Unn
D

The logic of the element is similar:

Fig. 4.3

X'=X, +X,

Y, = X' =X, + X,
Y, =Y, = X'= X, + X,
In this circuit, the transistorT3is a stable current generatgr

- Unn - UOVDl

U a7 Uyn — UOVDZ
UOI'I.Z = - o Rl IilliIlez ’ Rl + UOI'I.].
Uonz — U -U
Io —a- 134 — on2 ovT4 un_ const

R
U2 = —I, Ry =~ —0.9V

U21 = _IKO 'RK =~ OV
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TransistorsVT1 andVT1' perform the function of conforming the levels of
input and output potentials and increase the inppédance.

The VD2 diode provides thermal stabilization of the cutignandVD1 is the
thermostabilization of the threshold level of tlnatshing signals.

In the circuits BCL - elements (Fig. 4.3) the matching of the sigeakls is
transferred from the outputs to the input, whichthe m-nput emitter repeater.
Speed of the EL-element is higher, since the equivalent inpuytacities of the
cascade with the common collector are lower thancdscade with the total emitter,
the equivalent capacity of the collector of theeariing transistovT2is also less and
does not depend on the number of inputs. Outpistaese BECL-elementR,,,, = Rx
higher than that of ECL elements, but the brancHatgor K,,, does not decrease

because of the large supports of the input lodd.cEhe high level of the logic signal
Is practically equal to the potential of the earthich reduces the effect of
interference and facilitates the connection witgidal elements such as DTL and
TTL.

5. Logic elements on MOS transistors

Properties, electrical parameters and charactegisfi logic elements on MOS
- metal-oxide—semiconductor transistor are comiyletetermined by the properties
of electronic switches on which such elements anstructed.

5.1. LE NAND type
The basic NAND element is based on successivelyded MOS transistors,

the number of which is determined by the requiredhiber of inputsm with the
general linear or nonlinear loads, as well as erbimsis om complement pairs.
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5.1.1. n-MOStechnology

Let we implement the basic function of algebra of Idfig. 5.1)= X; - X,

I
S

L]

B
E

Fig 5.1

The NAND logical element is constructed using twansistor switcheVT,
andVT;, which connect consistently with the total IcVT; (Fig. 5.1). In thiscircuit,
both switches will be closed, creating a path farent and providing a low outp
voltage U2 only atX; = X, = 1. If one of the inputs to provide a logical zero,
example X, = 0, then the transistcVT; will close, the current in the serial ciit of
the transistors is absent and the output will ghhioltag U;. Thus, the output
signal Y will be obtained according to the trutblé

X1 | X

| = O] O

0
1
0
1

ol ,r| k| k| <
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Here,X = 0 means that the input signdf < Unop- At the same timeY = 1,
which corresponds to the output potentigl.= U,,; — Upops.-

If X; =X, =1, then the output LE is set ¥= 0, which corresponds, for

Kos'Ri
Ul =(u.. —U L——90 7L
2 ( UM n0p3) Riz+R;Kos

- 0, if Ri3 >> Ri . KO6.

whereR, - differential resistance of the correspondingsristors.

Association coefficientK,; is not high, especially in the elements NAND
(K,s < 4), since with the increase in the number of inpts the level of the logical
"0" grows:

Upm—U.
Ug =" .K."R,
Riy+Kop'Ri

whereR,, - resistance of the transistor-load (in Fig. S.YT,).

In addition, with the growth oK, the duration of the front;® of the output
signal increases:

ty) =3 Cy - R; - Kog,

Loading capacity of MOS-elements of all types rgéa(up to 20), because the
output current in them is small. This is due te ttery large input impedance that
loads the output of the MOS transistors (over théi Q). However, it should be
borne in mind that the increase in the number afl lcells, as well as the increase in
parallel connected input transistors, leads tonarease in loading capacities and, as
a consequence, to decrease the speed.

5.1.2. CMOS technology
The NAND logical element is implemented by means teb CMOS
(complementary metal—-oxide—semiconductor) switdegarallel switching of p-

channel transistors and serial connection of n4{sllimansistors. Fig. 5.2 shows the
electrical circuit of the two-input element, NAND.
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Fig.5.2

If both input voltage are high, the transistdE, andVT, are open, an¥T;'
andVT,' are locked. The output voltage is close to z8fox 0, i.e Y=0.

If at least one of the inputs has a logical zeow, dxampleX;=0, then the
transistoVT; is locked, and the transisteil;' is opened and therefotd = U,,,,.

For all cases, the current consumptikigl,, = 0.
Duration of the output signal fronts:
to" = 3t°1 = 3C, - Ry,

ty) = 3710 = 3C, - Ryp - Kog > tg',

where R,,, R,— differential resistance of an open p- and n-cehrtransistor
respectively;

C,— equivalent capacity load.

The main advantage of the CMOS-elements is thiabth of their static states,
the current from the power source does not almost, fso the power consumed is
very small. However, during operation of an eletndme current charges unwanted
capacitances, so the dynamic power consumptiorrapoptional to the switching
frequency and can be several stags higher thastdhie one.
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5.2. LE NOR type

In logic elements NOR electronic switches are combdiinto a parallel group
of inputs:m < K 5. Resistance of group of multipled transistorsagedmined by the
least from parallel links, i.e. by a transistortbe breech-block of that the most is
given from entrance voltages.

5.2.1. n-MOS-technology

Fig. 5.3 shows the circuit that implements the fiomcY = X; + X5

+Uun
N
=T

VT, 3 of
— Vv

iy 2o Ve,

Fig. 5.3

If both inputs have a low logic zerd,(= X, = 0) level, transistory/T1 and
VT2are locked and the output will have a high volteyel: Y = 1L

If to apply a high level of the logical unit to b#ast one of the inputs, for
example, thé/T, transistor opens, that is outpdthrough a small resistané will
be connected to the common bus and the outputgeohall be low, that isY = Q.
Thus, the output signalis determined by the table states:

Xy | X |Y
0o [0 |1
1 |o |o
o [1 o
1 |1 |o
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The logical "unit" at the outputy(= 1) responds to the voltagds = U, —
Unop.3'

Logical "zero" at the outputy(= 0) responds to the voltagdy = %-
i2 i

R; = I - R;.

These elements have a drawback - they consumentufig,) with all
combinations of input signals except oXe= X, = 0.

5.2.2. CMOS-technology

The NOR logical element is realized by parallel tsting of n-channel
transistors and serial connection of p-channektsaors. Fig 5.4 shows the electrical
circuit of two-input element NOR with elements abfection of inputs from static
interferences

+Uun

| »

VDB__—:VDE VT,
AN ¥ |

X, VT,

VDA VD: 1Y
- VT }
X P i VI, IC.
@E._D_.Jlﬁ | z_l_
vDip VD | I

Fig 5.4

If on entrances it is given voltages of low levelg,= X, = 0, then the
transistorsVT,; andVT, are locked, and the transistdf$,' andVT,' are opened. The
current in the power circuit is very small. Thdtage at the output is close to the
supply voltagelUs = U, i.e.Y =1

If at least one, of the inputs is a logical uniy exampleX;=1, then the
transistorVT,; opens, and the transistdil;' closes. The current in the power circuit
will still be small, and the output voltage, thatli) ~ 0,Y = 0.
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Diodes and resistors at each input provide prateadf inputs from the static
voltage on the external outputs of the chassis.

DiodesVD,; andVD, protect inputs from negative pulsation at thedabeero
level (U « 0), andVDs diodes - from positive pulsation at the level loé¢ {ogical
unit (U > U,y).

The current in the static mode is zero for all sakg,, = 0. The duration of
the front of the output signal

t9t = 37°0 = 3C, - Ry - Kos
ty) =370 = 3C, - Ry, t3° <ty

For internal logic elements of any microcircuit,of@ction against static
electricity is not provided (Fig. 5.5).

5.3. Elements of two-level logic

The logical elements of the two-stage logic arestmcted in the form of
combinations of successive and parallel groups OfSMransistors
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5.3.1. n-MOS technology

VTS +l@lun
=
: _ Y
1V L A IRV
= A%
VT2 o VT4

X1 [ i X

Fig. 5.6

If there is no jumper betweeviT2 and VT4 (dotted) in the circuit (Fig. 5.6),
each of the pairs of sequentially connected trémsi¥T1, VT2andVT3 VT4in the
positive logic system implements a logical multplion operation and currents (X ',
X" flow ,if X;X, =1 (or X;X, = 1). If any of theX', X" currents or their sum
pass through the load transist6rs,the low potential is set at the output, that ig, th
logical element implements the function AND-OR-NOThe table of output states
has the form:

XI XII

0 0
0 1
1 0
1 1

o o o k| <

Then in the absence of a jump&t.= X, - X,, X"’ = X5 - X, and the output
function looks like:

Y =X + X" = X, Xy + XaX,.

A logical element over, that will realize this fumon, is shown on in Fig. 5.7-

In the presence of jumpers, the output functiomghea:

Y = (X; +X,) - (X3 + X3).
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Graphic representation of such an element is showig 5.76.

X1 | 8 X1 |,

O— O—
Xs 13 X 1
Xa__ Xa |

Fig. 5.7

5.3.2. CMOS-technology

In the digital circuitry, logical elements that ilement the operation of the
arithmetic addition of two variables are widely dis€l'o do this, must be calculated a

functionY = X, X, + X, X,, that can be implemented on the CMOS-transistors:
Y =X, X0 + X1 X0 = X, DXy = X1~X,.

The circuit that implements the function EXCLUSIMBR on the CMOS-
transistors is shown in Fig. 5.8.

X, VT VT4
o Y

&

— ]

BoVTT VT2

Fig. 5.8
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X, | X |Y
0 0 0
0 1 1
1 0 1
1 1 0

General rule for construction of two-stage logic@MOS-transistors:
To build a two-level logic on the CMOS you need:
* bring the function to the form of MDNF or MCNF,;

» for each intermediate module (MDNF), the seriatwt of the transistors is
switched between the output and the power sourdddyumber of arguments
in the intercom. The argument included in the erimt without inversion

controls the n-channel transistor, and the invargament is p-channel;

» the number of such consecutive connections qoorets to the number of
minterns. Thus, the upper part of the circuit is cond&drc

« complementary transistors are included betwkeroutput and the ground;

 each successive chain is supplemented by alglgaid vice versa) circuit of
transistors of opposite conductivity;

» the parallel links of complementary group inttemselves are included
consistently

When constructing an inverse MDNF, the chains bebhatbe output signal and
the power source, as well as the signal and thengikachange places.

5.4. Buffer Amplifiers

In order to provide a higher branching ratio atdb€putK,,, without reducing

the speed or increasing the power consumption thenpower source in the n-MOS
technology, special buffer amplifiers with invegifor without inverting) the signal
are used.
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Fig 5.8

If the connections between the first cascade ofatnelifier (transistord/T1,

VT2 and the second (transistor33 VT4) are implemented by dashed lines, then a
signal is formed a% = X.

In case of realization of connections between alesathe shown continuous
lines are form a signad = X .

. . . . Upn
The consumption current is determined from the esgionl,,,, = — and
i2 i1

may be very small, since the transistors with theameterR;, R, > Ras, R4 are
selected.

In a two-stage buffer amplifier, the first stageafisistorsVT1, VT2 is an
inverter with a high-level load in théT2 flow circuit, but with a low load capacity.
The second cascade on transis¥rs VT4 is executed on a two-stage circuit and is
controlled by phase-in signals from the input andpot of the inverter. Therefore,
the through current from the power supply, through the transistorgT3 VT4
which in the open statdR§, R;) have low resistance, is excluded. As a resuliy wi
low current consumption (mainly due to the first@ade) buffer amplifiers provide
an overload of equivalent load capacity throughlksneaistance of transistolsT3
VT4 in the open state. At the same time, the loacaap without loss of speed
increases up té,,, < 30.

Duration of the output signal fronts:
t(gl =3 Cy " Ryz,

ti =3-C, R
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6. Integral injection logic Elements {°L)

6.1. Base element

The desire of the developers of the elemental llaseeduce the energy
consumption and increase the degree of integraifologic elements on bipolar
transistors, while maintaining their main advantaeh speed, led to the creation of
integrated injecting logic {L). Technology iL provides packing density of elements
(more than 1000 elements per 1 finwhich exceeds the MOS technology. By
power, the scattered’ll elements can be compared with the CMOS while
maintaining high-speed.( , = 5 ns) inherent in bipolar integrated microcircuits.

The quality criterion of technology is the switofpianergy: the less energy, the
better technology. Fofll technology, this energy is:

Wy = Puor * tappep = 50 - 10712]

The above advantages of the elements are achieved by the exception of the
resistor circuits, which imply insignificant scattey power, the operation of bipolar
transistors in unsaturated mode, small parasipacances and a small difference in
logical levels. Use in théll elements of Schottky diodes allows you to incect®
speed £, , = 0.1ns) without increasing the power consumption.

The basic logic®L element (Fig. 6.1) contains then-p transiston/T2, called
the injector, which acts as a stable current saurge and the multi-collecton-p-n
transistor VT1, which performs the function of the inverter. Thase typen
transistor-injector is connected to the emitteretyptransistor-inverter. Similarly, it
was possible to combine the collector of the ige@nd the base of the inverter,

U
un

Uy
UZE

having conductivity type.
Fig. 6.1

Transistor-injectoMT2is constantly in active mode and the current icheaf
its k collectors is:
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al, a Uy—U
I, =—=—-.-2"2 = const,
kK k Ry

whereU,, is threshold voltage for the emitter junctiondlo# transistoVT2 k - the
number of collectors of the injection supplg,=1 - the coefficient of current
transmission in the circuit with the general baBee input voltage determines the
state of the emitter junction of the transis¥arL

If the number of collectors k, thdnis evenly distributed over all k collectors.
When Ul > Uy, (i.e., X = 1), the transistor VT1 is also openl|tage on its

collectors equal
l‘J21 :U22 :UKH = II/I |]KH :Ug

which responds to the value of the output logi@alable Y = 0.

WhenU < Uy, (i.e., X = 0), the transist&T1is locked and voltage on its
collectors equal

Ul=1, R,

whereR,, is the load impedance. Most often, the load ishihse of the nextll
element. Thew; > U,, So:

Yl = YZ = )_(
6.1.1. Input characteristic (dependencé; = f1(U,))
Input current of the’L elementl, = I5 — I, therefore the input characteristic

of this element is the input characteristic of biygolar transistor displaced by the Fig.
6.2 axis of currents by the magnituggFig. 6.2).

/ U=U 62
=

Fig.6.2

A le
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From the characteristics, it is clear thit~ —I,, Il ~0. The logical
voltagedU, = U} — U = Ugy — Uk = 0,6V, difference is characterized by
voltage levels at the closed and open emitter isBoIsVTL Its temperature
dependence determines the connection of the impedainthe iL circuits with the
ambient temperature. When increasing temperdiigye and AU, proportionally
decreases and, accordingly, decreases stability.

6.1.2. Output characteristic

Output characteristic of thél element (Fig. 6.3) in the mode of transistor
cutoff VT1is the return current of the collector junctiordatoes not depend on the
output voltage, and in the open state, it is a lofesaturation of collector
characteristics. The current of the injectpflowing through the saturated resistance

¢y transistor determines the output level of thedabzero.U? ~ Iirxy = Uy,
and a high level at the output is formed when tingent I, flows through the load

that is, through the input circuit of the next eteth Thus, the low leve)? = 005V

at the input of the’L element responds to a high lev#l = 0.65V at its output, and
vice versa, a high level at the inpuwit = 065V responds to the levél) = 0.05V.0

Uz=Uka

i ”

Fig. 6.3

On the characteristic, it is possible to consteuldading line, which is an input
characteristic for other elements.
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6.2. Realization of logical functions OR, NOR, ANDNAND

Logic functions in the®L technology are realized with the help of assendfly
n-p-ntransistor-inverter collectors.

In Fig. 6.4 shows circuit with two inputs and twatjputs

R3 +UHH
VT4

r <

VT1 Y
@__‘

[
S um I\I/]\_/TS
Fig. 6.4

The work of such a circuit is characterized bylddaf states of outputs:

X 1 X2 Yl Y2

0
0
1
1

k| o] »r| O
R k| R O

1
0
0
0

As can be seen from the table, the correspondintgutai implement the
functions NOR (Y) and OR (Y):

Y1=X1+X2,Y2=?1=X1+X2
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For the implementation of the basic logic AND, NANiRe have to use
additional inverters for input signals (Fig. 6.8k can be seen from the circuit:

a=X +X' =X, +X, =X, X0, Y = Y5 = X, X,

Ra +UI/II'I

VT1 oY
|

X a X=X I\\l .._@Y4
VT3

TN

Fig. 6.5

Additional transistors in the path of the logic reaad) increase its delay,
therefore, the logical elements AND, NANDIfiL-technology are more inertial than
the logical elements OR, NOR, and it is desiraldedb without them for the
development of high-speed circuits.

In Fig.6.6 shown an example of implementing théofeing function:

Y =X X, + X Xo =X B X, =X  + X, + X1 + Xo = (X + X)) (X1 + X2)

X=X +X,X"=X,+X,,Y=X+X"Y =X, ®X,.
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R. +Umn

VT4
J__

a1

VTS5

VT3

Fig.6.6
To implement an arbitrary function in thé ltechnology it is necessary:
* bring the implemented function to the minimum GNF

* using a double inversion and de Morgan's thedrepxpress a function with
the NOR operation;

* implement the NOR function by combining the coltes of transistors that
are switched by a two-stage logical structure;

» determine the number of injection pump units dndld an appropriate
Injection currents generator.

Consider an example that illustrates the sequehsgnthesis operations for a
logical combinational circuit for’L technology.

Let the functionY (X%, X5, X1, Xo) be given in the form of the perfect disjunctive
normal form (PDNF):

Y =(0,2,5,6,7,8,13,14,15).

We will find the MCNF:
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XXp 00 01 11 10

X3X5
00

01
11
10

R O|O|F

OlFR|FL|O

O|lrR|Fr|O
OlrR|k| kR

Let's transfer the function to the basis NOR:

The intermediate variables X ', X' ', X' " arelizad by the basic elements
NOR of the first stage, and the outputs of the filegree are arguments (inputs) of

= (X3 +X_0)(Y2 + X +X0)()T3+X2 +X_1)

Y = (X, + X)Xz + X1 + Xo) (X3 + Xz + X7)

=X, +Xo+ Xo + Xy + Xo + X3 + X, + X, =
=XI+XII +XIII

the second stage. In Fig. 6.7 is shown the syrdéésiircuit:

% VT2

e

VT4
!\_L
VTS ;-—-

Fig.6.7

Checking the correctness of the circuit:

« all the bases of the transistors must have actiof supply;

* between any input and output, the signal must pasmore than 3 transistors.
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7. Code Converters (CC)

Converters are designed to transfer codes subgitine form to another. For
example, when entering information into computeuecsssive should convert
decimal numbers into binary, and the derivationirdbrmation on indicators or
printers should binary or binary-coded decimal soheturn control codes decoder,
LED or LCD display panel, print engine.

7.1.Synthesisconverter codes

May need to build a converter binary 3-bit gray e€odVrite a table of
conformity:

Inputs Outputs
22 28 2% graycode
Xo| X¢| Xo|l Yo Yi| Yo
O 0 0L O] O] O
Of 0y 1, 0] O] 1
O 1, 0o 0] 1] 1
O 1, 1, 0] 1] O
1 0 O 1} 1| O
1 0 1| 1} 1| 1
1 1) 0 1} 0| 1
i1 1) 1 1} 0| O

Each of the functions defined in a certain numlfeinput variables. To find
these functions and minimi2¢use Karnaugh maps, writing in the céflsalue cards
for each of the sets:

X1.Xo

X2 00 01 11 10
0 0 1 0 1
1 0 1 0 1
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Yo :ZX0+X1702(X1+X0)(Y1+X_0) =X, 0 X, :ZXO X, Xp = X, + X,

XaXo
X2 00 01 11 10

Y]_:

Y1:X_2X1+X2Y1: X, X, :(X2+X1)(X_2+Y1): XX DX, X =X, + X

X1Xo

Y, =X,

Variants converter code Gray binary code showngn/FL-7.3:

&
=1 _YD
Xi
—e
X2 =1 __Y1
O—e—
Yz
Fig.7.1
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Qualified CC graphically depicted as follo

—i X [ X7 Y| Yo —
X Y, L

For the synthesis of Cin -bit input code in then -bit source, follow thes
steps:

* make a table matching the input and output c

o for eath of the m outputs find MNDF, MCNFfunction of n input
variables;

» using identical transformation MNF and MCNFresult obtained functio
to the form that is convenient for the joint implemation of a give
technology;

« values obtained joint functiot

7.2. Encoder

A special case of a code converter isencoder -this device provides tr
iIssuance of a certain code in response to theagieitof one of the inpu. Those. an
encoder is a C that converts a unitary code, or the code “1 &f iNto a code
required by the conditions of the problem. In ttése, N determines the numbel
inputs of the encoder.

Encoders are widely used to convert decimal numbesrd alphabeti
characters in binary code when entering informatrocomputers and other dicl
devices. The encoder the MC type field is denotetly characters CD (Ccer).

Consider the example of building encoder to congiletimal numbers in coc
8421. The input a binary variableXy ... X, which are formed by pressing t
corresponding swittinput device. The variables are independent andbaild ° =
1024 combinations of input, but if imposed restoics prohibiting pressing two or
more switchesthen out of 1024 input combinations there are 1. The input
code corresponding to this limit is called unitarycode “1 oiN". Encoder in which
all input variables have the same priority callemh-priority. In our case, suc
variablesN = 10.
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X9| X8| X7| X6| X5| X4| X3| X2| X1| XO| Y3| Y2| Y1| YO
0 0 0 0of O 0 0 0 0 1] O 0 0 0
0 0 0 0o O 0 0 0 1 O O 0 0 1
0 1 of O 0 1 0
0 1 of O 0 1 1
0 1 of O 1 0 0
0 1 O] O 1 0 1
0 1 of O 1 1 0
0 1 of O 1 1 1
0 1 of 1 0 0 0
1 0 0 0O O 0 0 0 0 o 1 0 0 1

=<
1]
<
+
o<
+
<
+
<
]
N><
X
X

AT
INNR RN ) WL LT TR T

L i L

&
L’Tﬂ
&=o&

i
=
(o™ >
L e ®
| ]
[ L
=

= Fig. 7.4 7 ' -

In Fig.7.4 given encoder implementation on LE N(a) and NAND 6), and
therefore conditional graphi
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Fig. 7.5

The limit on the number of keys pressed often iaceeptable and need to
build encoder so that while you press multiple siags he responded only to the
oldest (or youngest) of them. Converters of thipetyof code called a priority
encoder. They implement the conversion cddef'N” in the necessary code.

Consider the example of construction of a prioghcoder k of 10” in code
“8421”. The table according to priority encoderwhich the input variables with the
highest number is the maximum priority values gfunhvariables to the right of the
diagonal 1 should not determine the source code:

X9| X8| X7| X6| X5| X4| X3| X2| X1| XO| Y3| Y2| Y1| YO
0 0 0 0 0 0 0 0 0 ] 0 0 D D
0 0 0 0 0 0 0 0 1 A G Q 0 |
0 0 0 0 0 0 0 1 * * 0 0 1 ()
0 0 0 0 0 0 1 * * * 0 0 1 1
0 0 0 0 0 1 * * * * 0 1 0 0
0 0 0 0 1 * * * * * 0 1 0 1
0 0 0 1 * * * * * * 0 1 1 0
0 0 1 * * * * * * * 0 1 1 1
0 1 * * * * * * * * 1 0 0 0
1 * * * * * * * * * 1 0 0 1

Priority encoder can be built based on non-prioceiigoder that converts code
“1 of 10” in code “8421” when the pre-convert tmput code k of 10” to code “1 of
10"
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_ fo X0
_lo 0 0
B | X L |CP ||y
—'0
fa__| 2 2 | X2 |5
fa13 3| X3 |3 2Ly
fa__| 4 4| %414 1
Xs
k 3 10= fs__| 5 5 5
310 fo_| 6 6 X5 | g 2 | Yy
fr_1 7 7 L% |7
fe—1 8 gl %o | g 23 Y,
| fo—1 9 9| X919
a b
Fig. 7.6

Let the converter output variablek 6f 10” to “1 of 10” through X%, ..., X.
Variable inputf, has maximum priority, so do not depend on otheutin@riables

X, = f,. Any other variable output; takes the value one fif=1and none of the

“senior” inputs f,, j =i +19 not served logical unit, i.e.:

Similarly,

X, = f, OF, 0T, O, CF, CF, CF, O, CF, (F, = f, CF, + T, +..+ f,

Fig.7.7 shows scheme for realizing this transfoiomatlts advantage is the
uniform propagation delay on all outputs and disaxd&ge - the need to use of multi-
circuits NAND.
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©X, éxﬂ éx? éjxa e éjxo

Fig. 7.7

If it is not imposed strict requirements for speed,. keyboard, code converter
“k of 10” to “1 of 10” can be done with less equipm@fig.7.8).

f, f f, fs
% . 1] 2 f,
] * : ? T
T gt---tlg 1 _|
T |
é é é'j = = § = é” XD
DXs “Xq X7 Xs
Fig. 7.8

In this scheme, signal priority prohibition applies the older entry through
junior series connected elements OR, because thkewlhration of the conversion to
code “1 of 10” is determined by the outp@tmaximum delay time settings.

7.3. Decoder

Convert any input code in the code “1 Mf converters perform code called
decoder. The most widely used decoder targetedragsstorage devices, information
display devices from computers and other digitalicks to external devices
visualization and documentation of alphanumerionmiation. You need to give a

signal “1 of N”, such as cathode gas discharge indicator elensample character
printers and so on.
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7.3.1. Linear decoder

Synthesis decoder structure, like any other corverbdes beginning with
writing table and matching input source.

Consider the example of transformation (decryptioimary code “8421" in a
unitary code “1 of 10".

“8421" “1 of 10"

Xa| Xy Xy %o Y Minimization
0| Of 0] O v,=X,0GD 0K, | =X XXX,
0 O O] 1| v=x,0G0(X, | =X XXX,
o] o] 1] of v,=x 0G0 | =XxX,
o of 1| 1| v =X, X, X, [X, =X, XX,
ol 1] of of v, =x,mx, X, X, =X, X, X,
o] 1| o] 1| v =X mx, X, x, =X, XX
o 1] 1] 0] v, =x,0x, X, X, =X, X, X,
O 1] 1| 1| Y, =X,X,X X, = X, X, X,
1| 0] O O v,=x,0X, XX, =X, X,

1] 0 O 1| vy, =x,X,X X, = X3X,

N\ ~ /
m

Each output function need to Karnaugh map and use get it minimized

expression.

X1 Xo

00 01 11 10
X3X2
00 Yo Y1 Y3 Y,
01 Y4 Ys Y- Ye
11 * * * *
10 Ys Yo * *




If the number of inputs and m outpiNsxumber of decoder related:
2"=N,

then outputs defined for all sets and binary decaddled complete. AR2™ >N
decoder called incomplete. Unused combinations (eep Carnot) to minimize the
function exits.

Pictogram of the decoder shown in Fig.4,%nd its conditional pictogram on
Fig.7.9%6.
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|
X
|

|
<
)
R

I
=<

W o~ O U bk WM O

|
=

(=L =l =] =][ =] =|[ =] =]

Fig. 7.9

This type is called linear decoder. They are chareed Single decryption
input m-bit codes using m-post of the door logic elemehitsear decoder provides a
conversion code with minimum delay and used in nmgh-speed digital circuits.
However, with increasing bit input code m rapidipging load each of the inputs
and the number of buildings decoder IMCs to impletnéhe linear structure
commonly used itn< 4.
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7.3.2. Pyramidal decoder

If the number of inputan>4then to reduce the number of IMCs housings
decoder performed by the multi-scheme. The firsp giyramid decoder - a simple
linear decoder with the number of outputs-4(Fig.7.10). Each successive level of

driven more input variables, allows to double thember of exits and get
n, =8 n, =16 etc., i.e k-step full pyramidal decoder has a number of ostput 2,
andk =m-1.

=R

L=l [ =[] =] i

L=l =|[ =][ =][ =] =] =][ =

Fig. 7.10
The advantage is a regular structure are similal-mhput elements.

The disadvantage of such decoder are delay propaftito the number of
digits, uneven load inputs, which increases withitbmber of stages.

7.3.3. Matrix decoder

If the number of inputsn=>5, it is better to build decoder on a matrix struetu

When pairedn number of rows and columns of the matrig"¥$ and matrix output

valves Square comes. At odd m input variables d'd/ii@tomT_l and M*1.

2
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In both cases, selection rows and columns (Fig)7.iil which nodes ar
connected dual-inputalves, as well as row and column decoder usedrios
pyramidal decoder. This type is called decodeeotangular matri.

X X,
T 7
21

20

2

X
f
22

DC

0123 4567

<
<

DC

20

21

22

EANNCANNC

L d

8 63

»—LE%_@Y%

Their advantage is that they prde a relatively small delay as the lin
decoder and regulatructure

Fig. 7.11

7.4. Multiplexers

In digital devices often need to transfer digitaformation from variou
devices m to n receivers through a public chanRet. this inlet channel, settir
device called a multiplexer which, in accordancehwtihe code fcA, channel

connects to one of the m sources. To connect ix is set to release a single ta
that casem = 4looks like:

<

N

A
0
0
1
1

Rl o | o &£
X X| X| X

Address inputs4,, A;show which of the inputsX,, X;,X,, X; must be
connected to the outpift
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Inputs X,, X;, X,, X5 assignaddresses and thus set the working condition of
the switch. Then adopted addressing output fundtothe example is as follows:

Y=A DX, +A B DX +A DX, +A A X, =

= A TA, X, TA T, IX, TA T, IX, A T 1X,

We have MDNF that requirasinimization. We can present it in basis NAND
or NOR. Realization on the elements NOR shown gn7-1.2.

B9 | <

Lzl Lom

< L?E“
R

[

}@v

C

Fig. 7.12

Here: X,. ... X3- information inputs,A4,, A;- address, name entry that can be
connectedC - gating input (optional).

Gating input required to disable the output of theltiplexer at the time of
change of address to prevent unauthorized conmeiease (random) input signals.

fC=1Y=f(A X),andwherC=0,Y =1

At the time we submit a change of addr€ss 0, currently locked out because
yak.ne depends on the information inputs.

In Fig.7.13 are conventionally pictogram multiplexe
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Fig. 7.13

Since select one ¢N inputs, it is advisable to use a decoder. The 8¢
control the decoder logic switches, allowing traission of information via only on
of them. While this scheme will look like multiplex(Fig.7.14)

1|“~1 f‘r\u

2! 2°

DC

3210
XD—E
.
X, s
XB_% C

Fig. 7.14

Consider someise Schematic multiplexers. It is obvious to usdtiplaxer as
the transducer parallel-bit binary code consistent. It's enough to giveitipits of
the multiplexer parallel code and then graduallarge the address code in
required sequence. Hower, to avoid false signal multiplexer output strqogse for
switching addresses must disable output of in

Multiplexers can be used to build logic functionls several variables in
disjunctive normal form.

~
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7.5. Demultiplexer

Demultiplexer - combinational devices that impletndata bus connecting a
single input to one of thé&l outputs according to address code (i.e. “1NOY.
Demultiplexer includes an address decoder.

Demultiplexer logic operation for the cade= 4 is given in the table below.

Al A X
Ol 01 Y=xAmM®
0 1] Y=xAm®
1101 v=xAD,
1] 1 Y, = x[A A,

A qualified graphic image demultiplexer:

—OC
DMX| O
— D
1
2
— Ay 3 —
_Ail

Simple demultiplexer scheme that implements theipd conversion table is
shown in Fig.7.15
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Fig. 7.15

Demultiplexer can also bu based ondecoder. The scheme of t
demultiplexer isshown in Fig.7.1¢

C— ]

ERENENEN

Y Y. Y, Y,

Fig. 7.16

7.6.Realization of logic functions nultiplexers

Multiplexers can be used to build logic functionls several variables in
disjunctive normal form.

Let set general view multiplexer functior
Y, =A DA Dy +A A D +A Y D, + A A D,

As an example, take some funct

YZXsDTzDTl"'X_sD(zD(l"'XsD(zD<1+X3D<2D<1
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and we realize it omultiplexer

We can assign one input variable information, arnllers - address. So
identify A; = X,, A, = X, then a compa@son with expressions minter Y,, andy

follows: D, = X,, D, =X;, D,=X,,D, = X,

Multiplexers build on this featur

D
X3 ° | MUX

o, Y

X2 A
)& A
Fig. 7.17

If we use multiplexerwith 2 information inputsthen this function can
represented as:

Y = X, X, DK, + X, X)) + X5 10X, DX, + X, )
For 2-inputanultiplexel, output function is:
Y, = AD, + AD,
If A=X,then a comparisaY,, andy follows:
Dy =X, X, + X, X, =X, 0X,, D, = X, X, + X, X, = X, 0 X,

Realiation of function<Y on 2-inputanultiplexer shown in Fig.7.1

—
X5 P mux Y
e P

X3 A

Fig. 7.18
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Synthesis of logic devices based multiplexer cafobmalized.

The algorithm synthesis device for realization éogased multiplexer includes
the following:

« To obtain MDNF, fill a given function Karnaugh mafr Veitch
diagram).

« Karnaugh map should highlight areas by the numberuitiplexer inputs
information that we use. The variables that rethair values within the
selected area is targeted for a multiplexer, aaddbt - information.

 Each region must find minimal information on thenfiovariables to
control information multiplexer inputs.

» With identical shape are minimal changes to theafoonvenient for joint
implementation.

* Implementation of schemes for each information tnpultiplexer.

Consider as an example the synthesis of logic dethat implements the
functionY (X3, X,, X1, X,) = (1,2,5%,6,10%,11,12,13). In parentheses are the
decimal equivalents of binary numbets X,, X;,X,. That is 1109 = 12, which
responds minterm; X, X;X,. Similarly2,, - X5 X, X, X,, 640 = X3 X, XX, and
so on. For data sets of arguments the functionstéthke value 1. Numbers with an
asterisk means that these sets of arguments featague, i.e. sets of
arguments(;X,X; X, =+ and X;X,X;X, == Y functions can be assigned any
value that simplifies implementation.

o Step 1:

Y =X X, X1 X0 + X3 X; X, Xo + XX, XX, + X3 X, X, X,
+ XX X1 Xy + XsXo X1 Xo + X5 XoX; Xo + X3 X2 X1 X,

o Step 2:
U
1 X0 ||
Xaxg = 0 10 10
00 |fo | 13|70 | 190D
¥= oL 10 | * [0 | L
11 "1 ] 1:|'0] 0}
10 1.0 | O 11..T..f*ii
EI]E DS
« Step 3:

For 4-inputs information multiplexer, Karnaugh ndipide into 4 address
areas so that address will be variableandX;. Assign valueA;= Xs, Ag
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= X;. Then the numbers of address areas respond ttafpeted areas
shown on the Karnaugh map.

Step 4:

Find the management functions of each informatiuui of multiplexer:

Step 5:
In this case, no conversion is needed.
Step 6:

Building a scheme that implements a given funcHofx.,, X,, X, X,):

X

Do
MUX

X

D, -
Ds

kY

A

X1 AO
Fig. 7.19

7.7. Combination devices shift

The need to shift the digital data occurs, whenrtbmbers are normalized,
performing arithmetic operations on them, etcolf dne working cycle necessary to
shift by only one digit to the left or right, théinis operation, combining it with the
function of storing information conveniently penfeed using shift registers to
trigger. Where a single cycle shift must perform abitrary number of digits in
either direction, convenient to use combinatiomaid device based multiplexers.
Number of multiplexers required is equal to thepatibit binary number.

Starting to build a table shifting device that coomicates address code
multiplexer that connects to each of their outpliseharge numbers shift. Bit address
code multiplexer p determines the maximum possilenber of shift per clock
cycle:as,  =2°-1.
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Suppose you want to build a combinational devied #ujusts sift according
to the table:

Address| The outputs of the shift

device
Y3 Y2 Yl Y0

H><
X

[

R R O o >
R o R o &2

X X I\)>< X
X o>< X| X
X |>< P
x I>< X

o

If a combinational device shift numbers carried,l&fith senior level lost
Imagine this unit shift as a set of multiplexeracle of which forms a dischar
source:

Xo X X2 X, X Xo X4 X, X Xy X X4 X X Xy X

—e
—e

A,A[D D, D D] [AA]D D D D] [AA[D D D D] [AA]D D, D D,
MUX MUX MUX MUX

Y3| Y2| Y1| Y0|

Fig. 7.20

This option i%,, Y, Y,, Y,; all address inputs are combined and contrc
variables simultaneoush =0, A, =0.

If A =0, A, =0, The outputs are connected to ingD, .
If A =0, A, =1(Shift by one digit), the outpty, to appea X, the inputsD,.
If A =1, A, =0(Shift of two bits)y, there are signals of the inptD, .

And whenA =1, A, =1respectively, offset by Bits and outpuy, connected to
inputs D, multiplexers.

Alternating bits can be in any order, which is anportant advantac
multiplexer.
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Conventionally, a graphic representation of the &arshift device (bullper
shown in Fig.7.21.

AO A1| Dg D2 Dq DO D,q D,Q D,g
KYC

Y3| Yz‘ Y1| Yo‘

Fig.7.21
Advantages:

* In combinational device shift performed on any nembf bits per clocl
cycle (it depends on the sequence in which to smatidresses

» Very simply chosen direction of displacem

» During the shift could easilmodify the code shift.

Drawback is a complicated devic

8. Combinational adders (CA)

Combinational adder. are designed to perform arithmetic operations
addition and subtraction of sin-and multinumbers (operands). Mt- digit adder
consists accordingumbersof single-digit adders.

8.1. Half adders

Singledigit adder whosinput received two singldigit numbers A and B, ar
the output is also generated sir-digit number S and transfer amount and carr
called half adder. That half adcis a device whiciimplements arithmetic addition
two singledigit binary number:

The truth table for half adder can record featun®@ant calculation unit S ar
transfer overcrowding P in timost significant bit (MSB):
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R k| o o »
R o | o W
L o o o| T
o r| R o W

S=A-B+A-B=A®B=A-B+A-B=A-B+A-B=A-B+A-B

=P+A+B

P=A-B=A+B

Implementation half adder based on identical tormations is shown i
Fig.8.1 and Fig.8.2.

a1ofls
Ii

Fig. 8.1.

=L
Eh
¢

Fig. 8.2.

Conditionally half adder aphic isdisplayed as shown irig.8.3:
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Fig. 8.3

8.2. Full adders

If single-adder implements the addition of three si-items A, B, C and thu
forms the feature amounts S and P transfer funcitias calledfull adder. Full adder
described by the followintable:

A B C P S
0 0 0 0 0
0 1 0 0 1
1 0 0 0 1
1 1 0 1 0
0 0 1 0 1
0 1 1 1 0
1 0 1 1 0
1 1 1 1 1

Find the features MDNF amount S & P and transport togher carry some
options. The Karnaugkap for the three variables B, C

1X0 00 01 11 10

P=A-B-C+A-B-C+A-B-C+A-B-C=C-(A-B+A-B)+A-B=
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=C-S+A-B=C-S'"-A-B,S=A-B+A-

Sof

1Xo 00 01 11 10

_|_
A-B-C-A-B-C-A-B-C-A-B-C=

=C-(A-B+A-B)+C-(A-B+A-B)=C-5'"+C-S'=CPS’
=CHADB

Realiation of this add¢ on element NAND shown ini¢r.8.5

C
a=pt =k
C— &

S B

C———jj Cﬁ+ 7&7—%

Fig. 8.5.

Conditionallypictogram full adder shown inig.8.6:

Fig. 8.6.
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Adder circuit elements on the EXCLUSIVE OR and NANE&presented on
Fig.8.7:

Fig. 8.7.

Advantage circuit using logical elements exclus®@B and NAND is easy
implementation. A disadvantage - a significant gefathe output of exclusive OR
elements.

8.3. Subtractor

Subtractor is a device that implements the sultmacdf two single-digit
numbersA;, B; and borrow from LSB oF;_, with forming of difference signals; and
borrowV; of MSB. Let needed fromd; subtractB; andV;_, where V;_; borrow unit
of the MSB:

A;
_B;

Vieq
ViD;

Then the possible values for feature differenéesand functions borrow
V;defined below truth table. According to the trutiible subtractor write the
expression for the differendg and functions borrow;:

A Vieal Vil Dy

0

R O | o W

0
0
1
1

ol | k| O

0
0 1
0 0
0 0
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Rl Rk O o
Rl ol k| O
N
R o k| K
R o o k-

Then the function numbers the difference is:

AB; 00 01 11 10
Via

Di=

0 0 1 0
1 1 1 1

Di=A; B Vi +A; B Vi1 +A;-B;-Vii+A;-B;-Vi_y =

=Viy- (A -Bi+4;-B)+Vi_1(4; B+ 4;-B) =
=Vi1 S +Vi - S=Vi_1BS =Vi_, DA DB

Function borrow/;:

AB; 00 01 11 10

-~
Il
|

-B-V,+A-B-V,+A-B-Vi_,+A-B-V,_; =

=V,_,-(A-B+A-B)+A-B=V,-5'-A-B

Using identical expressions fdr, andV; we can realize the full single-digit
subtractor with different element bases.

Scheme of such subtractor on elements NAND and BEX&VE OR is shown
in Fig.8.8:
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_S;r_T i .
L}ET}V

_}ﬂ

Fig. 8.8.

A comparison of expressiofsgand D; shows thaf; = D;. Therefore,
subtractor can build on a full adder, replacing tadted numbers in reverse
compiling code:

A;
+Bi
Vi
p’S;’

For such an operation truth table is:

e
*

A B Vii| P°

k| k| Ol O | kL O O
O k| O k| O k| O =
o O O O | | k| =
O| k| O O | k| O =
| O] O | O | k|l O

Comparing the value functio®s", S;* with V; andD; tables for subtractor and

adder can be noted that =V, S;* =D,. Therefore the output of the adder
transfersP;” necessary to invert.

This subtractor based on adder shown in Fig.8.9:
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Ne
%t;%___c P %%

Fig. 8.9.

8.4. An algebraic adder

An algebraic adder can be used to add or subtrachexessary. The
combination of addition and subtraction operatiaeed additional signdt, which
sets the mode combiners using controlled inverter:

_{X,F=0
WX, F=1

whereF- control signal.

As such controlled inverter can be used EXCLUSIMVE €ement:

— VE LV X—= Y
Y = XF + XF Fo T

If F =0, we haver = X without inversion signal transmission, white= 1 we
have inversion of the input signal on outdlt= X.

Such circuit of algebraic adder shown in Fig.8.10

A alsm | DS,
B——q= Bl ||
V,/C S PT—E‘Vi P
=
Fig. 8.10
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At F = 0 device performed the operation of addition®fB;, G and became
sum § and transfeP,. While F = 1 device performed the operation of subtraction
and became differend4 and borrowD;.

8.5. Multi-bitadder

Adder of the two multi-bit nhumbers can be impleneehtusing single-bit
adders. So can be realized the consecutive orig@aadter.

Suppose you want to add two 4-bit numhé@ndB:

Ay AzAz A,
B4B3B, B,
P1S54535251

Scheme of consecutive addition of the tranBfés shown in Fig.8.11.:

S S S,
A— A lsm 5—81 A, alsmls — As—alsmls— * Ac—alsm|s —
B—s| || B—sl || B—sl || B—sl ||

— P P P PL—
p—c 5 c 5 c 5 c S

Fig. 8.11

Consecutive adder requires minimal equipment cdstsvever, the time of
adding is proportional number bit of operands. Eyag duration unit transfer as
serial adder can be used in the relatively slowaipe digital devices.

Cycle durationT of serial adder is proportional to bits adder and time of
delay of the transfer in one single-digit adtgy, ,, :
T'=n.typn
In parallelm-bit adder amount of each bg,defined as the logical sum 2i + 1
arguments. Therefore, the complexity of implemepntoutput functions rapidly
increases with the number output level. In addjteuipment costs are rising rapidly

with increasing bit operands. Cycle durati®nand complexity of realization of
parallel adder depend on how the unit of the temsbuld bring.

To construct a parallel circuit transfer functiore introduce a notation
function of transparency; @ B; = H; and function of generating trans#r- B; =
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G;. Using the tool transparendy and generating functions; for any output bit of
adder can write:

Si;=4,®B;,®P_,=H D P4,
P;=A;-Bi+ (A; @ B)Pi-y = G; + HiP; ;.
Based on these ratios can write:
Si=H, ®P,, P, =G; +PyH;
S, =Hy, ® Py, P, = Gy + P,Hy, = G, + G,H, + PyHyH,
S3=H; ®P,, Py =G3+ P,H; = G;+ G,H; + G;H,H; + PyH;H, H,

54, = H4 @ P3, P4 = G4 + P3H4 = G4 + 63H4 + GzH3H4 + GlH2H3H4_ +
PyH,H,H;H,.

That is, each of the outputs the multi-bit adder ba recorded as DNF of the
functions of generation and transparency. In thsec all output variables, S, S,
S and P, = & are calculated simultaneously. This ensures mimindelay its
conclusions, and therefore the highest speed.

Parallel transfer scheme the more complex, the nasgeiments defining
feature.

Section of 4-bit adder graphically is shown in Big2.

i' 2-:| S
2 S, [ =1
Aa__| A
A 2' 5.
B 2
N 2 —8S,
E»i E :
E; 2'—s.
PP P P=8,
Fig. 8.12

The complexity of parallel transfer scheme rapidigreases with the number
of bits adder, therefore multi-combiners are oftivided into sections, which are
implemented in parallel transfer. Between sectitims transfer sections can be
implemented consistently. The best find multi-litar division into 4-bit sections.
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In the presence of 4-bit sections, the multi-nundgegrandA can divided into
tetrads:

AgA7AcAs  AyAzArA;

+ +
BgB;BsBs  B,B3B,B,
+ +

Py Po

Pg Sg575655 Pa 54535251

Scheme of connection sections adder with seriakfest between the sections
shown in Fig.8.13:

S, S,
e —
A:ﬁSM&ﬂ A:ASM&ﬂ
" S, g S
B,—lB 2 B.—e 2
] Pl - 1P| IR
" R P
Fig. 8.13

8.6. Binary-coded decimal adder

The calculator, device registration and conversaindigital information,
represented in decimal form, commonly used aritiomd¢vices with binary-coded
decimal operands.

The basic element of a decimal adder may be 4ibérp adder section that
should realize the addition of two decimal digitdhklevel: Agx,Agx3Ax, Ak, and
By.Bg3Bk,Bi, considering transfeP, _, of previous tetrads (k-1)-th decimal places.
At the exit k-th section must be the result amouigsS,;Sk, Sk, and transfeP, to
a tetrad kK + 1)-th decimal places.

The table shows the valugs and P;’ derived when adding binary-decimal
numbers (tetrads) using binary adder sections aheessS;,P;, which will ultimately
be received.
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2% 23| 21| 2°] Binary-coded decimal
Sio| P oSl syl syl osil P oS, S, Ss| Syl Zuw
O |OJ]O O O |0} 0} O O O 0 0
1 O |0 |0 |O 1 O] O O O 1 1
2 '/ 0}0{O0O (20,0} 0] 0} 2| 0} 2
3 ' 0j]o{o0o(2{12,0}] 0|0} 12, 1} 3
4 |10 O |1 0O, 0})0O0} O} 1| Of O] 4
5 |0 |0 1 0 1 O] O 1 0 1 5
6 O |0 1 1 O] O] O 1 1 0 6
7 O |0 1 1 1 O] O 1 1 1 7
8 o0}1 0 ; OO0, 0}] 1] 0| Of O] 8
9 o0 }1 {0 O0O}212, 0} 1| 0] OF 1} 9
10{0 j2 (O }|2 0} 2) 0] Of O O, 16
11 |1 O 1 0 1 1 1 0 0 0 1 17
12 |1 0 1 100 1] O 0 1 0 18
13 |10 1 1|0 1 1] O 0 1 1 19
14 |1 O 1 1 10 1] O 1 O O 20
15| 0 1 1 1 1 1 0 1 0 1 21
16 /1 O |0 | 0| O 1] 0 1 1 0 22
17 | 1 0 0 0 1 1 0 1 1 1 23
18,1 /0 | O 10 1 1 0 O O 24
19,1 /0 | O 1 1 1 1 0 0 1 25

As the table, shows summing binary-decimal operands/ing
sumSy,Sk3Sk2Sk, and transfely, which starting from the 10-th row do not respond
to the addition of decimal numbers. In lines 16..ng&d only correction of sum, and
in lines 10...15 - the sum and transfer. Correctiomsimconvert the sum
SkaSk3Sk2Sk1 In the sunBy,Sk3Sk,Sk, and transfePy in Py.

Correction of transfer is performed by logical adi
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PK:PK,+Pcor1

whereP,,. - corrective term, that is set to logical “1” oet$S;,Sk3Sk2Sk, 10-15
lines of the table, that is:

S,SY 00 01 11 10
S.Sh
00 0 0 0 0
01 0 0 0 0
11 [ 1 1 1 1
10 0 0 1 1
.

Poor==8, - S3+ 54 S5.

Then Py = Py + Pooy =Py + S, - S, +S,-S" =P, -S, - S-S, -S".

The need of correction result is always ariseBgia 1. In this case, to get the

correct result should to intermediate reSglfS;;Sk,Sk; add code 0110= 6, that
IS:

Xy_10 = 25 + P(0110),- (binary-coded decimal binary + number of 6 to 10
combinations).

Implementation of section binary-decimal adder Hase two sections of the
binary adder shown in Fig.8.14:

] '—* A4 I
A2-‘ID: A SM. S l ﬁka SM. S
— S Al Ssf—
_ : B, L
Bg_10 _ 1B SEI 1 - Ea >
— Si +— Bi Si—
Px1—{P P e P PL—*
| &
& & %_, R=S,




8.7. Combinational Multiplier

Due to the high speed, combinational adders arelyigsed in various devices
handling digital information. One possible applicatis the multiplication unit based
on combinational adders.

Let we need multiply of two binary numbetgA;A4,A, andB,B;B,B;. To take
product/Iel IITlIsI1,1 111,11, need do arithmetic multiplication:

A A A A
B, B, B, B
A4Bl ASBl AZBl AlBl
A4BZ ASBZ AZBZ AlBZ
A4B3 ASBI% AZB3 AlB3

A4B4 AsB4 AzB4 A1B4
mn, 1, 1, 0, 11, I, I, II,

Here products of the typ&B; determined using conjunction of relevant
variables.

Multiplication of two numbersA and B can be done using the addition and
shift. Some works are uniquely determined by mlyliiig numberAd,A;A, A for the
next bit B; multiplier B. Each subsequent single product must shift by dige
compared to the previous. The final product comdth wequential addition of
intermediate products.

Implementation multiplier based on the single-dagitiers shown in Fig.8.15:
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A|484 AsBiAxBs MB;AEFT%_: Al.mBul&ﬁFT’:z !’\T;B1Azli_’u A:BiAIB: Ay By
&

L1
G G GL Gl Gl 5]
¥ > S P2y Py
A: Ba \, B; A B S,
Rl
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Fig. 8.15

The main advantage of combinational multiplier ighhspeed, which is not
related to clock synchronization device and deteeahionly by the signal delay in the
logic elements.

Combination multipliers can be used effectivelytive construction of digital
filters to perform the necessary calculations oftfaourier transform in
microprocessor systems.

9. Digital comparators

Comparator - a combinational device that performesftnctions of the ratio of
two or more operands (code combinations that amolved in arithmetic
expressions).

For two operands A and B are functions:

F

F(A>B)=F, F(A<B)=F, F(A=B)

N

and their superpositioR{A= B) = F, F(A<B)=F .

Most importantly comparator detects equality argots¢hat A = B. Universal
comparator must identify all possible related argots.
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9.1. Single-bit digital comparator

Functions of the relationship between single-bkrapds are presented in the
table below:

il
TA
Tiwv
Tin

:
0
0
1
0

R | O o X
R o | o W
R O O K
o| O r| O
R R O B
R O P P

The functionsF, F, F can be realized as follows:

F=AB+AB=A~B=AB=AB+AB=ABAB=F+F.

On fig.9.1-a0 are presented some realization that matched logkpaessions,
and on the fig.9.%-- pictogram of one-bit comparator.

A—- - _‘Jf*%:
B -F E —
— &_E A }1%T}E HAE ::
& _E B }T%‘L‘F: - 'l

i Lo
d
Fig. 9.1

9.2. Multi-bit digital comparator

Suppose there are a 3-binary numbesA, Compare it with the number
B,B,B,. Then we get the relation for =, > and <,:
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Es:(AszBs)EﬂAz:Bz)EQAi:Bl):(AsDBs)EQAzDBz)EﬂALDBJ:
=(A0B,)+(A,UB,)+(AUB)

Fa=(A, >B,)+(A =B,){{A >B,)+(A =B,){A, = B,){A >B,) =
= A, [B, + (A, [B, + A, [B,)(A, (B, + (A, [B, + A, [B,) [A [B,) =
= A, [B, +(A, 0 B,)(A, +B, +(A,0B,)[A +B)

> =
The realization of these functioAg andF; shown on Fig.9.2 and Fig.9.3:

BT
Az— =1 |1 E
2| — %3
A=
B1_

Fig. 9.2
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Fig. 9.3

As seen from the scheme, the delay si(Fs is proportional to the number
digits that are compared. Todecrease delaytime of output signe

> <
functiong;, F;should lead to the kind (ONF (CNF) and minimizec
>
After minimizationfor F;we get expressions:
Fy= A By + A A, (B, +B, (A, (B, + A TA T, (B + A T, TA T, + A A (B, (B, + A B, B, [B,

>
The logical scheme of functiolF; is shown on fig9.4. This scheme provides
minimum delay output sign and thereforemaximum performance. Sche for
<

realization functiorf; will be similarly, if the relevant variableA andB; to swap.
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AA_ &
B, :
_B.A7| &
B: |
— ] £
B, | E
A —
_Af\z_?_ & | ]
B, —
_AAT]
B, & |
B,
_BAT]
—BQ — &{
B

Fig. 9.4

= > <
If to merge thecircuits that implement functio F;, F5, F5;, then thedigital
comparatorto compare tw¢3-binary numbers will béconditional graphic images ¢
Fig.9.5):

] = = = > %
_lalF1s|—070
— | |=|_100
_lg| |<|—001

Fig. 9.5

9.3.Digital comparator based on adde

The ratio of the two numbers can be foundfrom the numbe AAsAA;
deduct numbeB,B3B,B; and analyze the differeniD,D3;D,D;. That is the same if to
AAAAWe addthe numbeB,BsB,B;in reverse code:

103



AAAA AAAA

B B;B,B, — B B,B,B,
D,D,D,D, PS 5 55,5

The table shows the possible situations on outmftsadder and the
corresponding function relationships:

ns| R

1 |~ F:4

0 1 |;4:FT4EP:|§4+I_D
0 0 |§4:FT4EI_3:|§ +P

Here I~:4 = 5,53;5,5;- function for equality of 4-bit numbers, which &
conjunction output signal of the adder.

The scheme, which realize presented in the tabpgesgions is shown in
Fig.9.6.

—1 |sMm|S:
A{:A S"_I__& |::

SE SN RoT

Fig. 9.6

9.4. Sectioned digital comparator

Multi-bit comparators are typically combined on thesic sections Most often
<
as a base can be used parallel 4-bit comparatdr thiee outputﬂg,Fs,F3 In

addition to numbers A and B on its inputs get bitdhe binary 5|gnaIsF3,F3,F3,
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which representing the result of comparison in ymintetrads of comparable
numbers.

Suppose given two numbetsandB. Present them as combine of sefigyBc
and juniorAy, By, tetrads:

A= AAAAAAAA = AA,,

Ac Ay
B= BaB7BBBBBB3—B B,
BC BM

FunctionF = (A= B)is the result of equal of senior and junior tetrads
F=(A. =B.)(A, =B, )=FcFu.

For the functions andF can take the expressions:

—(AC>B )+ (A. =B.) A, >B,,)=F -+ FclFu —FcEFcEFM,

F=(A <B:)+ (A =Bc) A, <BM):FC+ECEFM =Fc D?c Fwm.

Section 4-bitcomparator(Fig.9.7) became as an integrated circuit (Fige).8
Sectioned comparator for multi-bit numbers can dwk series circuit of 4-bit
sections (Fig.9.8%).

§A== -y —
=8| |=—
15
—_= < —
—=
Fig. 9.7
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Ex - .
A EAH’—l: _&J o Ac- :A:”' AM{:A==>—I§
o7 {m '_&—I_:=_m_¢ ~ — _
B :E -=.'—|Frr| i B.- :E' =1BM{:B =F
_] Fu || =l )
: el
ApE—CE
a 6
Fig. 9.8

10. Flip-flops (triggers)

Flip-flop is aregenerativdriggered device with two or more stable stated th

are switched according to the state informatioruigpin addition to information,
flip-flop can have special input for synchronimatand other control inputs. In our
scientific and educational literature such deviotten called as triggers. Therefore
further we will use also this term for such clakd@vices.

10.1. Asynchronous RS-triggers

In asynchronousrigger states changes in consequence of the events on the
information inputs. Such devices have two informatiinputs: R (from word

“‘Reset”) and S (from word “Set”). Active level amput S switch RS-trigger over to
state “1”, and active level on input R switch Rigger over to state “0”.

10.1.1. RS-trigger based on elements NOR

Circuit of the RS-trigger, based on the logic elateeNOR, shown on Fig.
10.1.
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Fig. 10.1

Two-logic element NOR closed in the positive feedlmop: the output of the
logic element NOR with outpu® connected with one of the inputs of the otherdogi
element, and the output of the second connectddamié of the inputs of the first.
Available inputs are used as informational inputarf® S of trigger. By definition,
the input signal S switch over trigger in the stdté and the input R switch over
trigger in the state "0". For identification of t&aof trigger, take level on output Q
(direct). The second output of trigger P is calleeerted because normally it is the
opposite state of the output Q.

The logic of the trigger can be represented aata &ible:

R [S Jo [P

0 0 Qi | Q. saving mode

0 1 1 0 installation 1

installation O

1
1 1 0 0 trigger gap
relationships

On the output element NOR is logical zero if atsteane of the inputs given
logical “1”. Directly under the scheme can deternihat when R =0, S = 0 due to
feedback between any logic elements state of trigQe 1 orQ= 0) is stable. This
combination of control signals corresponding togteage mode.

The combination of R=0,S= 1 translates to trigger a logical’l” if he was i
a state of logic “0”, or if it was a logical “1" deps it in this state. This is installation
mode in "1".

The combination oR = 1, S = 0 retains state of the trigger if it was “0”, or

transfers them to “0” if the trigger was beforerthen state “1”. This is installation
mode in "0".
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The combination oR = 1, S = 1is prohibited. With this combination trigger
condition is not determined, as in this cgse P = 0 and output signals are not due
to connection between logic elements. Therefons, ribgime called as trigger gap
relationships.

Boolean equation that describes the logical triggmrditions can be written
with a state table or map Karnaugh:

nSn
0ny 00 01 11 10
0 o [(1] =2

[1 1W ’ ° :Qn—l-Rn+San:

(Qn—l + Sn)(Sn + Rn)

Installation time trigger:t =2t

yem.mp. 30.p.cp. *

10.1.2. RS-trigger based on logic elements NAND

Functional diagram of asynchronous RS-trigger-efgmidAND shown in
Fig.10.2:

=Q
Fig. 10.2

It can be obtained directly from the circuit eletsein NOR, using the
principle of duality. According to this principlany logic circuit built on elements of
NOR circuit can be replaced by the elements and NORis signals to the inputs
and outputs replaced by their opposite meaning:

Karnaugh map describes the state of triggers:
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ol

Qo 01 11 10

T
Ll N

N

— U

= Sn-ﬁn + Qn—lf_{n
= £Qn—1 + S1)(Sn
+R,)

Mode of storage is provided on condition that tleatml signalR=1 s=1.
Setting "1" is performed while changiSgwith logical “1” to “0”, and setting a "0" -
when change® of the logical “1” to “0”,.

Combinationr = 0, S=0is prohibited. With this combination, state of g&y is
not identified.

10.2. Synchronous RS-triggers

Synchronous triggers include information inp8tandR rather than input for
synchronizatiorC, which serves short pulses on this input deterchtimee of transfer
trigger in new state and allows the entry of neyonmation in the trigger. All
synchronous triggers are switched simultaneously.

10.2.1. RS-trigger based on logic elements NAND

Functional diagram of a synchronoBRsStrigger with data inputs A, B and
input synchronizatiorC and contains an asynchronous trigger on elemeri2sahd
schema synchronization (elements 3, 4, Fig.10.3).

S

Fig.10.3

Input and output signals for asynchronous triggdios are determined by:
A=SC B=RC Q=AQ,Q=BQ.
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Information signals on thR andS only cause the information to be recorded.
While C = 0, A = B = ] the trigger is in storage mode. Recording infdramain the
trigger clock starts after the appearance ofGhe 1. If C = 1, whichever is recorded
in the trigger logic unit$ = 1) or a logical zeroR = 1), a trigger is set according to
the "1" or "0".

State of trigger for different combinations Bfand S on inputs shows the
Karnaugh map:

Ry
C.Q. 00 01 11 10
00 0 0 0 0
Q, = 01 1 1 1 1 = Cp. Q-1 +

Qn—l-f_{n + Cnsnf_{n =

11 1 0 ? 1
(Qn—l + C_n) (er—l +

10 0 0 ? 1 Sh)(S, + Ry +Cp)

10.2.2. RS-trigger based on logic elements NOR

Functional diagram for a synchronde$trigger based on logic elements NOR
shown in Fig.10.4.

Fig.10.4

Information signals on the andS define the information recorded. Uritik1,
Q,=Q,, thetriggeris in a storage mode. Recording mfdron in the trigger begins

after the appearance of the clock putse0. If C=0, so depending on what is
written in the trigger logic “0” R=0) or logic “1" (S=0) trigger is set according
state.

State of trigger for different combinations Rfand S on inputs shows the
Karnaugh map:
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= 00 01 11 10

CnQy
00 ? 1 0 0
Q, = 01 ? J _’]_W 0 :CnQn—l + Qn—lf_{n +
C.S.R, = (C, +
1 1 n°n™n n _
11 ! o ! J ] Qn—l)_(Qn—l + Sn) (Cn +
10 0 0 0 0 | Sh+Rp)

A graphic representation synchrono$&trigger shown in Fig.10.5 (a - on
NOR, 6 - on NAND).

—1{s| T | s| T L
—lc C
—1R T_ R_T_
a 6
Fig.10.5

10.3. Varieties of RS-triggers

10.3.1. R-trigger

R-trigger- this variety of RS-trigger, which reacts on the bamation of input
signals S= R = 1 with transfer to "0".

Transfer of R-trigger described accordance to mam&ugh with equation:

SR,
cO., 00 01 11 10
00 0O[0|] 0| O
01 {1 11 ]
Q.= 11 11Tol ol 1 = ChQpn-1 + Qu—1Ry + C1S4Ry
10 0100 \_1, = (Qn-1 + Cp) (Cn + Rp)(Qn-1
+S,)
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The circuit, which implements this equation in kasi logic elements NAND,
shown on Fig.10.6.

S—a 14
3
C—o
&
B
R 4
Fig.10.6

Through communication input logic element 3 of 4msimultaneous release
of the managing actio@ = S = R = loutput 4, which is séB = 0O, blocking other
inputs element 3 and the sigr&ak 1trigger rejects. Therefore, the combinatiorSof
= R = 1 sets the trigger in the state "0".

10.3.2. S-Trigger

Strigger is a variant oRStrigger, which reacts on the combination of input
signalsS = R = 1lwith transfer to "1". Transfer @&trigger described accordance to
map Karnaugh with equation:

SRy
cQ, 00 01 11 10

n=<n

00 O |0O|0]|O

01 1 1 1 1 — _
Q= 11 1 0 1 1 = (n0Qn-1 + On-_1Ry + C,Sy
1

10 0 [0 |1 = (Qn-1 + C) Q1+ SD(C + S, + Ry

The circuit, which implements this equation in Basi logic elements NAND, shown
on Fig.10.7.




Through communication output of logic element 3mput of logic element 4
with simultaneous release of the managing adlon S = R = 1output 3, which is
set A = 0, blocking other inputs element 4and the sigRak 1 trigger rejects.
Therefore, the combination @f = S = R = 1sets the trigger in the state "0".

10.3.3. E-trigger

E-trigger is a variant of RS-trigger, which on reged combination o€ = S =
R = 1does not respond, that keeps previous state: Q1.

State asynchronous E-trigger described with chanatit equation accordance
to map Karnaugh:

SRy

00O 01 11 10

00 O O Of O
Q= o1 [ 11| 1] 1
11 1 ]0O 1 110]= C_'nQn—l + Qn—an + 5p0Qn-1+ CnSan
Ne— |
+ ~S_‘n)(Qn—1 + Rn)(Cn + Sn

+ R,)

The circuit, which implements such equation in basis of logical elements
NAND, shown on Fig. 10.8.

A
C_.E -

& B
R— & 3

Fig.10.8

Additional inverters in case & = S = R = 1block with signalsS, =0 and

R, =0 logic elements 3 and 4, the outputs of which appsrted with the level A =B
= 1, which corresponds to storage mode previowsignded information.
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10.4. RS-trigger “Latch” type

RS-trigger type of “Latch" consist the asynchrontiigger on logic elements 1
and 2, which is controlled by signalsandB, and the rest — are the synchronization
circuit elements.

Circuit of RStrigger type of “Latch" is shown on Fig.10.9-a.dgkes the main
trigger on logic elements 1 and 2 circuit inclutieggers for synchronization: trigger
on elements 3-4, trigger on elements 4-5 and trigge elements 5-6. A graphic

a 6

representation of synchronoR&trigger type of “Latch" shown on Fig.10®-
Fig.10.9

In front-synchronized RS-triggers type of “LatcimformationsignalsS andR
can be switched at any time, but the trigger rexdhd state corresponding to the
combination of input signalS and R immediately after the corresponding positive
clock front on inputC. Usually such trigger can have inputs of asynchronous

installations , R .

WhenC = 0 at the outputs of the elements 4, 5 we have A=1Bso the main
trigger (on elements 1,2) is in the storage modiefprevious state. In addition, the
triggers on elements 3-4 and 5-6 are set to the staresponding to the levels at the
information inputs. That is shown in the table belo

5. | = C=0 C=1 Regime
"IN IAIBIE[F| On| A | B | E[F] On

O] 0|1/1/1/1|Qn-1/0(1)/1(0)|1|1| ? | Unspecified
1] 0(1/1{0/1|/Qn-1] 1 O |0/1] O | Setting"0"
O|1|1/2/2/0({Qn-1| O 1 | 1/0| 1 | Setting"l"
1] 1|1/1/0/0/Qn-1] 1 1 [0/0|Qn-1] Storage
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When switchingC = 0 — 1 signal synchronization circuit switch according
the table wherC = 1. As seen from the table, the main trigger wl@en 0 does not
react to events on the inpgt® becausé = B = 1 corresponds to storage mode. At
constantC = 1 the main trigger is also not responsive to itigut switchings, R
because level oA = 0 blocks the elements 3,5Br= 0 blocks the elements 4,6 [6r
= F = 0 blocks the elements 4,5. Thus, the main trigge switch only when the
signal C switch from "0" to "1", that means the positiverit clocksC. The triggers
synchronized by clock Front, also known as “untpament”. The functioning of the
trigger described by characteristic equation (WitR* = 1):

Qn = C_'nQn—l + Qn—an + CnSan = (Cn + Qn—l)(Qn—l + Sn)(c_‘n + Sn + Rn)

Pictogram of the untranspare®Striggers is shown on Fig.10®- Risk
synchronization input indicate a response on the positive front.

10.5. RS-trigger MS (Master-Slave) type

This trigger (Fig.10.10-a) contains two stagesutrtpggerM (from “Master”,
first stage) and output trigger S (from the “Slgv@he untransparency of the trigger

is provided with counter-phase levels clock synaofeationc and C of two stages.
This at any level on the inp@ is one of two triggers is in storage mode, which
eliminates the transmission of information fromutgS, Rdirectly to outputs of the

triggerQ, Q. At C=0 trigger of a stag®l is in storage mode, and the sigat1
allows overwriting information from triggev to stage SWhenC = 1 the triggerM
is setting in according to inpu, R and the stag& is in storage modeQ = 0).
Updating the information on the outputs and happer&ssteps, so these triggers are

called push-pull and denote by two lettérg-ig. 10.106).

| Master Slave
Sw |P | |

w

s T4+ sl 1 @
< ¢ ||3 € —c -
R _Ir e R & S| TT
—<R] } —OR] g
R °
a o
Fig.10.10
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Stateof RS-trigger type M3epresented iKarnaugh map and described by the
characteristic equation that derived from it:

C.0 SiRna B
1100 01 11 10 1CLQp-1 + Q1R
00 0 0 ? 1) +S,_1C,Ry_1
01 [ 1 10 ? (1 } = (Qn—l + Cn)(Qn—l
@ o GOT T ¥ Sp1)(Co + Sns
10 0 0 0 0 +R,y-1)

Due to the untransparency of the RS-triggers o€ tyjpatch” and MS, it is
allowed to include feedbacks=Q and R=Q (Fig.10.11a). In this case only one
input C left free, which switches the trigger to the opfstate at the front of the
clock (Fig. 10.116). This is a T-trigger which works as a frequenayicter on 2:

f =f_1/2.

B8blX

———————— c Tox
| |
—s| 7T |t /\J
T — Bbix —
fax | nC O :| ‘I 0 f_ CI/\ >t
—:— R ! Q -
. .
M
I
Tablx
a 6
Fig.10.11

10.6. D-triggers

D-triggers includesequentiabevices with one information inpt (from word
Delay) and clock inpu€, which are set to a state due to the logical $igval at the
input D, = (0,1 ) and are paused between the clock pulsgeimformation storage

mode Qn = Qn.0)-

Operationof synchronous D-trigger described with static iargh map and
the corresponding characteristic equation:
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CnDn
Q3 00 01 1:

0 0 0 [ 1}
Q, = 1 [ 1 il 1J 0 =C,D, + Q,_1C,
= (Qn—l + Cn) (Cn + Dn)

Implementing synchronous D-trigger satisfying thsulting equation shown on

D_&A
C > *
2 § 1 T Q
& | B C Q
- 4
a ©

Fig.10.12-a:

Fig.10.12

If the on input of synchronization act level C =v@hich is dominant for the
elements 3 and 4, their outputs set the levels B.=1 and do not depend on the
status of the information input D. That provide #terage mode of the asynchronous

trigger = Qr,

If C = 1 D information input determines the stafetlte output element 3:
A=CD, which in turn determines the level inverse outplement 4. When D =0 is
set to zero trigger conditioQ; =0 (A=CD =1, B=CA=0). When D = 1 trigger is set
in state). =1. That means, that in D- trigger written infotroa presented to the

input D to the setting of synchronizii@= 1. Thus, information on the outputs of D-
trigger appears with delay of the information oputD, due to delayed clock pulses
on the information signal C and delay time switghaf logic elements 1-4.

Graphic representation of such transparent D-triggehown on Fig.10.1@a-
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10.7. D-trigger “Latch” type

D-trigger type of “Latchthat synchronized with positive front of signal € i
shown in Fig.10.13-a:

Fig.10.13

It is built on three triggers, including triggersrfsynchronization on logic
elements NAND 3-5 and 4-6 and the basic cell syorabkation circuit for storing
information on logic elements NAND 1-2.

Switching output statu@, @ and of control signalé, B, E, Fdue of positive
front of the impulse shows next table:

D €=0 c=1 Trigger mode
ATB|E[F| Q, |[A[B[E[F[Q,

0/1/1/0/1/Q,:1/1(/0|0|1| 0| Setting"0"

1/1(2/1/0/Qu1/0|21]1]0| 1| Setting"1"

As the table shows, whe&h= 0 switch of level on the inpl affects only the
logical state of the levels andF triggers synchronization scheme:Di= 0,E = 0,F
=1, whileD = 1 we havd- = 0,E = 1. Therefore one of the triggers synchronization
circuit is in a stable condition, while the othegger is in mode break ties at the level
of "logic 1" on both outputs.

On the positive front of the clock pule&0 -1, the trigger, which was
previously in the mode of breaking the trigger cections, goes into a normal stable
state and at the inputs of the main trigger arséal mutually inverse logic levels. If
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D =0, thenA =1, B = 0 and the trigger is set @=0; if D =1, thenA=0,B=1
and the setting iQ,=1.

Characteristic equation that describes a statte Skatch™ is similar transparent
D-trigger: @, = G, Dy, + Qn_1Cy, = (Qn-1 + Dy)(C, + D)

A graphic representation of D-trigger type of “Laites shown in Fig.10.18-

In theuntransparent D-trigger may be included feedbaok= Q (Fig.10.14a).
This one trigger input C acts as a T-input and thabunter to mod2 and frequency
divider (Fig. 10.146): f, =f, /2.

B8blX

TBK
N

i a .
DI T 5 Q/\: >
T _ ] _
| | R
V4

TBbK

a 0

Fig.10.14

10.8. D-trigger MS (Master-Slave) type

MS-type push-pull structures are also used to aklba cross-control in D-
triggers. Two-stroke D-trigger is built because @owo D-triggers that are
synchronized with anti-phase levels (Fig. 10.15-a).

M S
Dp| T D| T

| Q
C C <|>— >—|,C <|>—_ N P e
C




Fig.10.15

A graphicrepresentationf D-trigger type of MSs shown on Fig.10.16-

Through to the synchronization with the anti-phase clackand C the
recording of new information in the triggers of thftagedM andS is fundamentally
separated in time, which eliminates the transfenfoirmation from the inpub to the
outputs.

If C = 0 trigger of stag®! is in storage mode, and the output trigger (stgge
level C = 1 is allowed to overwrite the contents of thegstM in stageS. Switching
clocksC=0-1 andC=1- 0 triggers changes the motieandS: M trigger switches
to record information of the do@, and triggelS - saving mode information by the
previous step. In triggeM is possible recording mode that is not synchrahthgring
the sync intervaC = 1. After switch of the clockC (C=1- 0) inputD is locked and
in the main trigger S rewritten completely steatdyesof stage M (Q = P).

Static operation of the trigger type D-MS descrilvdth Karnaugh map and
the equation:

Q 1 SnDn-l
i 00 01 11 10 =

0 0 1 0 0 = CnQn—_l + CDp—q =
Ql‘l = 1 0 - ( T 1) (Qn—l + Cn) (Dn—l + Cn)

10.9. Universal JK-trigger MS type

JK-trigger is the bistable device with two informeat inputsJ (from the
English “Jerk”) andK (from the English “ Kill”), which in the case ohput
combinationd = K = 1 switch trigger in the opposite position, and iry asther
combination they function as RS-trigger inputs, sdnoole inputsS andR inputs are
performed unded andK: J=S, K =R.

Functional diagram JK-trigger MS type is shown ig.E0.16-a. The principal
difference between JK-trigger of two-stroke RSdgrgis to use feedback from the
output,Q to the inputs of logic elements 1,2. Through femitbbanned for RS-

trigger combinatior5 = R = 1 for JK-trigger] = K = 1 switch clearly to the opposite
state.

In the circuit on Fig. 10.16, instead of additiomaderter that generates a signal
C used signal#\, B, which blocking logic elements 3,4 when writ@agiew state to
the stageM (whenA =0 orB = 0).

States of suctriggersdescribeéKarnaugh map and the characteristic equation:
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Jn1Kna
CrQny 00 01 11 10

00| O 0 [ 1 1] | =CQ1+QuK 1 +3,,C Q=
Q —_ 01 ( 1 \O O (1 ](C_n-'_Qn—l)(Jn—l +Qn—1)(Cn +m+m)
n= 111 U | 1 1 U
100 O 0 0 0

Two-stroke JK-trigger (Fig.10.16-) is not critidal the duration of controlling
and timing signals.

el ]
()_ & | A s| 1 &| E s| 1 .
Q{ 1 L 3
KR)1&|B ] F |
AgpaE., g T T
|’ p
| I | | I |
Master Slave
a 3
Fig.10.16

Fig.10.17-a shows how to the use JK-trigger asidier, and Fig.10.1%-
shows how to the use JK-trigger as T-trigger.

_&s —0S
D TTH— A=l 1 TTH—
—c T C
K[ o— K| o—
—OR —OR
a 0
Fig.10.17

Additional inverter on input allows JK-trigger asiaultaneous two-stroke D-
trigger. If J and K inputs connect to a constantleof A = 1, we get T-push-pull
trigger (Fig.10.17-b). This is the universality I-flip-flops, which are widely used

In the construction of parallel and serial registealculating various devices, adders
etc.
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10.10. JK-trigger "Latch" type

The circuit of JK-trigger of type "Latch" is showan Fig.10.18-a. The main
trigger built on logic elements 1,2. The schemeywichronization consist the triggers
on logic elements 3-5, 3-4 and 4-Bhe logic elements 7,8 with the information
inputs respectively J and K connected feedbackasgnom the output® andQ so

that when) = K = 1 provided switching of the trigger to the oppositate.

Modes trigger condition and intermediate logicatialsles A, B, E, F when
switching clocks C = 0> 1 are shown in the tabliewe

C=0 C=1 ,
Jn| Kn| Q1 AIBIEIF|Q. ABIEIE|O, Regime
O| 0| 0]1/2/0{0/0|1{2|/0|0| O | Storage "0"
0|1 0]112/0{0/0|1{12|/0|0| O | Storage "0"
10| 0|2/1{2(0{0|0(1|2/0| 1| Setting"1"
1/1] 0]1/12/1{0/0|0|1|1|0] 1| Setting"1"
OO0 1]1/2/0/0|1|1/1]0|0]| 1| Storage of "1/
0|1 1)11{0(1/1]1/0|0|1| 0| Setting"0"
110 1|2/1{0/0|21|2/1/0|0| 1 | Storage of"1]
11 12/1{0(1{1]2(0[{0|1] 0| Setting"0O"
C=0 C=1 .
JKATBTET FI QAT B] E|] F| g Regme
o/0[1(1| O O Qw1 1 1 0 0 | Q,:| Storage
0/1/1{1] 0 |Qui|Qui| 1 |Qy| O [Qui| O | Q=0
l 0 1 1 Qn—l 0 Qn-l Qn-l l Qn—l 0 1 Qn = 1
1 1 1 1 Qn—l Qn-l Qn-l Qn-l Qn—l Qn—l Qn-l Qn-l Qn :Qn—l

As can be seen from the table of states of thgerigatC = 0 the variableg,
B, which control the state of the main trigger onidogiements 1-2, retain the value
A = B = 1, which corresponds to the storage mode, sinceh®rdgical elements
NAND dominant is level "0". In this case, the ailesE and F take the values
determined by the input signalsK, depending on the state of the trigg€,., before
switching the level at the clock input.

Switching the clock signal C causes the transitibthe triggers of the timing
circuit on logic elements 3-5 and 4-6 in a stablates and the corresponding
installation (or storage of the previous st&g;) of the main trigger on logic
elements 1-2.
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JK-trigger can change stabaly when the transfer clock signals 0 - 1, that
IS, its positive front. At constar® =1 or C = 0 JK-trigger does not respond to
information inputs] andK. At C=0storedA=B=1,andaC=1levelsE=F=0
block the inputs of the trigger on logic elementgl 3orA = 0 blocks logic elements
4, 5 orB = 0 blocks logic elements 3,6. This ensures thecibyp of the "latch" and
only works on the positive front. The JK-trigger ynaave asynchronous control
inputsR*, S*for pre-installation.

States of JK-trigger (wheR* = S* = 1) describes the Karnaugh map and the
characteristic equation:

JoKh
C.0s 00 01 11 10 B B o
00 O O 0 O = CnQn—l + Qn—l Kn + JnCn Qn—l =
o= X [ 1r- 1 {1 ](cn+Qn_1>(Jn+Qn_1>(c_n+K_n+@>
n 11 —aJ| o 0 | L1
10 0 0 b [ 1]

Pictogram of such circuit is shown in Fig.10d.8-

B
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cC__ |
I T
C
K— K
|_
a 0

Fig.10.18
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Figure 10.19 shows how to enable the JK-triggea &strigger (Fig.10.19-a)
with one informationinput D and as a T-trigger (Fig.10.1®-as a single-digit

D —0s ] —0s]|
J T T J T
C c
gt <
—&R —R]
1
a o)

counter.

Fig.10.19

11. Registers

Registers - are devices for receiving, storing, pdemtransformation and
transmission of multi-codes. In simple transformiasi implied decimal numbers to
shift specified number of digits and convert seialary code in parallel and parallel
to serial. The basic elements of the registerstiaggers that are complemented
combinational logic elements for various connedibetween bits of the register and
to manage the reception and transmission of opsratte main functional using of
the registers is memory for multi binary numbers.

Depending on how the reception and transmissiobimdry information is
distinguished parallel, serial, ring registers amdisters in the code of Johnson.
Technical parameters registers determined by thenpeters of the basic functional
unit of the trigger and the number of operands.

In serial registers input / output information rea¢l through one entrance and
one exit with successively shift of number. Becagseal registers called shift
register. For single cycle, information enteredlisplayed, shifted by one digit to the
right or left. Shift registers that implement thenomand management information
offset to the right or left, called reversible.

Offset number sold between neighboring states awang register triggers
shift in direction. Thus, each bit register simn#ausly receives information from
the previous level and transmits the information thee next. To avoid the
phenomenon of racing these processes should beatspan time. This is achieved
by the inclusion of elements delays link betweestldarges or using triggers stroke.
Parallel registers are the main functional eleménmtsbuilding operational storage
devices.
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Serial-parallelregistershave one information input for sequentially emtgra
number in shift mode and output valves for isstangn-bit number in parallel. Such
registers convert the sequential code to parallbese registers perform convert
sequential code into parallel.

In parallel-serial registers code information idezed in parallel in one clock
cycle after clock input valves and are displayedqusatially on one level in each
clock interval. Thus the transformation operatisnimplemented parallel to serial
code.

Universal registers combine the capabilities ofaheve types of registers and,
in addition, provide a shutdown mode inputs anguotst (third logical state) register
of common information bus switch of places theuits and outputs of the register
and thus switching functions of receiving / sendingormation to general
information bus.

Technical parameters registers determined by thranpeters of the basic
functional unit of the trigger and the number operands.

11.1. Parallel reqisters

Usually in parallel registers commonly used simgggnchronous RS-triggers
and synchronous RS- and D-triggers. On Fig.11.12,1111.3 are variants of parallel
registers, different type of triggers and compositof input / output information
tires. Register-based asynchronous RS-flops (Fib) Hefore entering the next n-bit
number from inputX,,...,X requires prior reset all flip-flops in the zerotstaReset

signal is heliR =0. Entering informatiornappensin case when there is a signali,
R=1. If on somethe entrance is, =1 then § =X,A=0and given a trigger (with
inverted control) switches to state "1". If on timput X, =othen S =X,A=1 and
such trigger saves the state "0". Output data fiteenregister realized when occurs
signal B=1, which defines the output statu,szﬁ. If B = 0, all outputs are set at
'logic 1', whileB=1 we havey, =Q,. The main disadvantage of such register is the
need for pre-treatment register, therefore trdatginformation need two cycles.
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The register On Fig.11.2-a is also based on asgnolus RS-flops pre-
treatment is not necessary, because the updateniation in it is the setting triggers
a state of "1" and "0" in one clock cycleo do this, the input of the register requires
twice as many logical elements and communicatiogsli

The diagram on Fig.11.2-a shows a method of issimfggmation in forward
code (if commandB;=1) AND / OR in reverse code (if commanB,=1).
AsynchronoudRS-triggers in combination with input logic (Figl.1 and Fig. 11.2-a)
essentially form variants of synchronous RS-trigger
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Figure 11.3 showthe scheme of a parallel register based on synchrobeus
triggers. Here as inputs, the logical elementsuihet! in theD circuit of the triggers
are used. The input of information occurs at thecByonization interval a£=0. As
output, the logical elements AND-OR-NOT are usedic form the output signals
according to the expression:

Y, :EQi +BQ—ir

that is aB=1, Y =Q and information from the register issued in diremie, while at
B=0, Y, =Q in reverse.

If the expression is identically converted to anfor
Y=BQ +BQ =BOQ =B0Q =BUQ,

the output register circuit (Fig.11.3) can be pubilogical elements EXCLUSIVE
OR (Fig.11.2-b). Choose how to enter informationthe register or withdrawal
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usually due to performance requirements and camditiof implementation of the
register in digital devices.
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11.2. Shift register

Let us consider series-parallel and parallel-seegisters that need to perform
the operation with sequential shift input and batput. The offset of the number is
realized by overwriting states between adjacenstegtriggers in the shift direction
Thus, each bit of the register simultaneously rexithe information from the
previous digit and transmits the information to thext. In order to avoid the
phenomenon of racing, these processes must beasaghar time. This is achieved by
the inclusion of delay line elements in the commoation between the digits or the
use of two-stroke triggers. In integrated circustistic shift registers are built mainly
on two-stroke D- and JK-triggers.

When unidirectional shift enough information to liza direct links between
inputs and outputs previous next MS-trigger (Figd111.5).
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In the case of D-triggers (Fig.11.4) to transfefoimation between bits
necessary link betweeq, and D,,, in the case of JK-flip-flops (Fig.11.5) double

o)
o
—
2
:: I
=
~
&
o
|_]
11
|.<

L

l [ | ‘

_,_l'l'l,_]_ ...":'Lg -'-'lll'-'-3

bond: Q, with J.,; andQ with K,,.
Fig.11.4

In both structures, the principle of operation gadameters of these registers
are similar. The input of information can occur wseggially from theinput X, with
the subsequent shift of the information to the trighe digit for each clock pulse or
in parallel from the inputg\ on the asynchronous number recording signal to the
previously cleared register (asynchronous restteofriggers tdhe state "0").
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Fig.11.6
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On the positive front of the clock pulse is recard&ormation from the inputs
D and X in the triggers of the first stages of M. The autpevels of the triggers
remain the same (timing diagram in Fig. 11.6). B.riegative front of the clock, the
inputs of the D-triggers of degree M are blocked #re information recorded therein
Is transmitted to the flip-flops of degré&e The output levels of the D-flip-flops are
switched. Thus, a sequential register with a stiithe number to the right (inputs
output - Y), serial-parallel (input X, outputs -Q,,Q,,Q,) and parallel-serial (inputs —
A, outputQ3) is implemented. In addition, when closing thepotitof the last digit
Q3 with a serial inputX (dashed line) is realized annular shift regist€he
information in the ring register is entered by aaflal code from the inputs and then
circulates in a closed ring under the action o€klG pulses.

In the reverse shift, register to enable the gififbformation in both directions
outputs of the triggers should be linked througiidcelements of direction shift to
inputs from the previous and following digits. Lee direction of shift given with
logic level signal E, so that tlke=0 made the shift to the righb, =Q,_,, while E=1
made a shift to the lefD, =Q,,. Then the D-trigge€); of reverse shift register must
be controlled by signal:
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Fig.11.7
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Such circuit on the logical element AND-OR-NOT owed on Fig.11.7.

Figure 11.8showsa variant of the reversing register, built based JX-
triggers. The signal at the inpulsis determined similarlypi, and at the inputs,

O

C R
& [
H(Q4) 'l u—{])R TT %1
L I
& e L o
E —
0
= T ]
& [
' “—(J)R TT |
(8]} ;
z e C E
Qs
: g
& [
. | A -
Ja 7
z 9 § <
Q
% e T
& [
] I P
sz :
z q o !
¥ K =
—es | T
alwaysK. = j. , due to inverters in the input circuits.
Fig.11.8

12. Counters (CT)

Counters arecalled sequential digital devices designed to calculaig store
the number of pulses delivered at a specific timterval to its counting input. In

132



addition to counting input counters may also hawmpuis asynchronous and

synchronous setting of initial states. Additionhtsaction, and reversible counters are
distinguished by the nature of state changes. Aluegrto the method of organizing

transfers between the bits, they can be divided auwunters with serial, though,

parallel and combined transfer.

The main technicgbarameterf the counters are the system of calculation,
the conversion factor and the performance.

12.1. Asynchronous binary counters

In asynchronous counters, there is no total symehation for the stages and
the transition of the digits to the new states sgidace consecutively stage by stage,
starting from the input, which receives the coumpimpulses.

The asynchronous binary counter can be made irfotime of a chain of T-
triggers, for each of which the counting impulsefasmed by the trigger of the
previous (lower) stage (Fig. 12.1).

Q, 1 Q, Q,
[DT | T [ST
¥ e G & ‘Vt.
K I B R
Fig. 12.1

Installation time of n-bit counter in new state:

t

yem .CT < ntycm.T.

wheret . - time of installation of the trigger of the digitétbe counter.

The main advantage of a serial counter is the loat of circuits and the
minimum of electrical connections, which simplifidge wiring of communication
lines and increases the noise immunity of the dirdine main drawback is the low
performance, which is lower, the greater the coigffitK., = 2", i.e. the greater the
number of bitsn.

One way to increase the speed of asynchronous sristey organize transfers
between stages through additional logic elementg. (E2.2). Control signal A
determines the mode of operation of this counter:

A =0 - storage mode,
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A =1 - account mode.

Fig. 12.2

If the first trigger of theDD1 counter (Fig. 12.2) is in the state "1", then the
next counting impulsd@ drops it to the state "0" on the negative fronhaWA = 1
before switching the outp@; = 1, the triggerDD1 the counting impulse T through
the valveDD2 comes in the form of a transfer pulBé to the input of the second
stage and the valve DD4&nd if Q, = 1, then the counting impulse passes further
through the valvddD4, etc. . The counting pulse T goes through theesmlto the
second input of which comé&3 = 0. The triggers from the first to the (i-1)-th ard se
to "0" and the i-th trigger is set to "1". In thébit end-to-end counter, the installation
time is determined by the delay of the countingutsp in the transfer circuits,, .
and the installation time,, , of the last of the switching triggers:

tycm.maX: (n'l) tysd.p.cp ut tycm.T.
Then maximum account frequency:
fcw.maX: [ tO + (n'l)t3d.p.cp.ﬂ + tycm.T] 1

will be higher than the frequency of the serialmen because the1valve AND
switches faster than thel trigger.

In terms of structure, operation and other pararset¢the variants of
asynchronous counters are equivalent. Dependinghennumber of bita, they
realize the coefficient ak.,=2" and can be used as frequency dividers:

= fctt.
f(?blx. - A‘cq. "

134



12.2. Reversible binary counters

The asynchronous counters considered are in thes @& summaries. To
implement the subtraction mode in Table 12.1 @nsugh to replace "0" with "1" and
vice versa, which is equivalent to removing infotima from the inverted outputs of
the triggers (Table 12.1).

Table 12.1
N |[Q[@|[@[PL[P2[ P
olo] o] of 1] 1] 1
111l 0] o] of 1] 1
2l o] 1] of 1] o] 1
3 1] 1] o of of 1
al ol o] 1] 1] 1] o
5 1] o 1] ol 1] 0
6| 0] 1| 1] 1] o] o
71 1] 1] 1] o] o] 0O
olo|l ol of 1] 1] 1

If you change the designation of the outputs of ttiggers (see Figs. 12.1,
12.2) to and vice versa, the subtraction countebtiained by sequentially connecting
the inverse outputs of the previous digits with ¢banting inputs of the next digits of
the T-triggers. Shown in Fig. 12.3 T-triggers amgtched by the negative edge of the
input signal, that is, the signal from the inveos#put of the previous trigger. As can
be seen from Fig. 12.3-b, the subtraction courgemplemented in such inter-row
connections. Thus, the only difference between satiom and subtraction counters
Is the organization of the chains of transfer fritwa lower digits to the senior ones or
the way of reading information.

Controlled account counters are called reversibdebuild a reversible counter,
it is necessary to include a logic circuit betwdbn stages, which provides the
connection of the counting input of the second sufgsequent digits with the outputs

Q (addition) orQ (subtraction) of the triggers of the previous tigi
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Suppose that the direction of the account is giwethe signal A such that At
= 0 the account with addition is fulfilled, and At= 1 - with subtraction. Then the
transfer signal in the i-th bR, is determined by the logical expression:

R=QA+QA=QAQA=Q OA.

According to identical expressions, different citaariants of transfer circuits
in reversible meters can be implemented (Fig. 1R4&Versing counter with inter-
row logic of account management according to thevalexpression is shown in Fig.
12.4. The inclusion of additional logic element$wmen stages increases the time of
installation of the counter and reduces the maximate of change of logged states.

A
sﬁT—=1F’= i = Tri_ﬂf,
T é Q, J Q, Qs
1+ K I+ K I
H -

Fig. 12.4

12.3. Counters with arbitrary coefficient of accoum

Often, when designing digital devices, there iseachfor frequency dividers
for which K., is any integer. If the arsenal of circuitry of tthesigner has the simplest
details, so requireft., can receive due except for some states of the enuntFig.
12.54, 0, B are shown the successive countersfor 3.5,7.
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The general principia of construction is shown ig. A2.5 counters with odd
K., is shown in Fig 12.6.

\fﬂlﬂx= fﬂh; K{.‘-l
Fa

S

¢ LTl 1 @ SITT

G N - C

K Q K

R |

Fig. 12.6.

If a frequency divider, included between the inpuid output triggers, is a
divider of any positive integer, then this full scheme provides a frequency dorisi
onK,.,=2n+1.

For example, the counter is a frequency divider dysee Fig. 12.5-a)
implemented ah = 1, which corresponds to the direct connection betvitae input
DD1 and the outpubD?2 triggers. ForK,, = 5 it is necessary = 2, so between the
input and output triggers it is necessary to inelatie additional trigger - frequency
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divider by 2 (Fig. 12.5-b). For the implementatioh K., = 7 (Fig. 12.58) used
structure (Fig. 12.6), respectively, whers 3 obtained by the scheme of Fig. 12.5-a.

Shown in Fig. 12.5 sequential counters are intendednly for use in
frequency division mode without decoding their etatthe change of which when
using the structure (Fig. 12.6) does not corresportde binary account.

12.4. Binary counter with controlled ratio K,

When constructing counter witthecodingK,.,, states, it is necessary to ensure
the regularity of their change according to theabyraccount. For their synthesis it is
necessary to determine the required number ofdrgigaccording to the ratio:

2Nt < K, <2,

In addition to N triggers, this counter should @nta logic circuit that
decodes th&,, state and generates a reset signal of all diyitiset "0" state.

If there is a need to control automatically theueabfK.., within, then a binary
counter containindyax bits, which are determined from the condition

Nmax = [lOg KC'{] !

whereN.x IS the nearest greater integer, is constructed.

In Fig. 12.7 shows the scheme of the counter wathtrolledK., = 1..15 for

After K., -1 pulse®1l,...., Bdogic element®D1,...., DD8 logic levels are set:
B = ﬁ =Q K =1,

which are fed to the inputs of the match schddigd. The following counting
impulseT = 1 through theDD9 valve sets the RS-trigg@D10 to a state “1” and the
inverse output of the trigger causes the countdretset to "0". Thus, due 1.,
pulses, the counter returns to its initial stater Example, in order to realize a
module 10 account, outpuds, A, As, A, must be given to code “1001”.

Uneven loading of the digits of the counter may faiome digits will not have
time to reset. To eliminate the failure in the tessheme add RS-trigger. Because of
the trigger duration the counting pulse, the inpytrovides a reliable reset of the
entire counter.
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The elimination of "superfluou states can be performed using a dig
comparator that would compare the status of thetQuis of the counter with contr
code A (Fig. 12.8). Here, the reset signR of the counter to the state "0"
deternined by the expressio

R=(Q:2 A)Q: 2 A)--(@,2A)=[JQ 2A)=F, =0F, =[1QA
—p A>Q
°ICT — =F

10 2o A{:i ==|5 [ A8 %
| R 8| |-} AB - -

| | > F=F
Nel  |Plas % < A<Q
|— R

Fig. 12.8

12.5. Synchronous binary C

Synchronous, or parallel, are the counters, in wkhe switching of the digi
occurs simultaneouslyegardless of the number of the stage of the coumtes is
achieved by supplyingp all triggers the clock pulses that switch ak tiiggers ir
accordance with the logic of the counter. This &yanization achieves a minimu
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time of counter installation that does not excewstiallation time of one trigger. Thus,
the maximum frequency of changing the states otthumter ensured:

1

fC’J.

tyCT.T.

The scheme of the synchronous addition countdras/s in fig. 12.9. Here the
transfer potentialP;, is formed sequentially as logical “1” is propagatéthe
accumulation of the delay due to the valves oftthasfer circuit causes the mutual
displacement of the counting pulses T and the feansulsesP,. As long as the
coincidence ofl andP; pulses are not disturbed by such a shift, the evwyerates
without interruption with the highest possible cbng frequency.

The transfer from the previous category is deteechiby the mode of operation
of counterA, as well as the conjunctidp:

P =AQQ,..Q,

where ifA = 0 - storage mode, and £ = 1 - counter mode.

& P

QS & P JT_C)4
& — —C
K K

=
$

T IT(Q2
T—1 «Nc C
—K F‘h K
.

Fig. 12.9

The potentials from the outputs of the triggers supplied simultaneously to
all valves of the transfer of the higher digitsdahe switching of the states of the
triggers occurs synchronously. As the number oitgligrows, the number of inputs
of the logic elements of the transfer chain incesaso with the increase in the
number of stagel, the counter circuit becomes more complicated:

R=A[Q -
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If the synchronous counter is built based on sastifor example, -bit),
between them parallel circuits of parallel transfex realize (Fig. 12.10)

cT22 Qi cT22 Qs cT2|2 Qe
o' o' o'
2L 7L 7L
A'—: 2’ Q. 1—£ 2’|l 1—E 2L
T—.l\c P4—{——~|A\C P_|____A\C P_L
L

: o
T,

Fig. 12.10

12.6. Reversiblesynchronous counters

Synchronousiinary subtraction couni, as well as asynchronous, is reali
by the connections of the inputs of the triggerthwhe inverted outputs of the sign
of the lower digits. As a rule, such counters stiadntain the inputs of the previc
(synchronized) setting of the number fi which the counting starts. The scheme
such a counter based dK-triggers is shown in Fig. 12.11.

SignalA controls the state of the coun if A= 0 -storage mode, andA=1
- counter mode.

Signal B controlghe direction of the accourif A =0 —addition mode, and if
A = 1 —subtraction mod

The transfer sign¢R, is formed by coincidence “1” on the direct outpatshe

previous triggers, and the loan signal Vi by cadecice “1” on the inverse outpt
Q=1 R=BQQ,Q: V,=BQQ.Q.

The synchronousreverse counter can be built based on sectionslZFif
shows the scheme of synchronous reverse counterseftal connection of transt
circuits and loans. In such counterK sections ta time of installation of the ne
state is:

=t

yem .cy. yem T

+K [ﬂzz).P(V) )
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Fig. 12.11

wheret, ,., - delay propagation of the transfer sigr(t,,,) or loar(t,,, )3 sections.
The group transfer and the loan also be implemented in parallel, similarly to f
12.10. The scheme is complicated, but the instatlatime of the new state
minimal:

yem.cu. tycm.T. .
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Fig.12.12

12.7. Synthesis o$ynchronous CTs with an arbitrary conversion table

If you want to build a synchronous counter with alterriattates other the
binary calculations, you need to perform a synthpsbcedure that involves a cert
sequence of operations. In this case, as the noanp@nents can be used any trig
synchronizedront, in combination with the control circ.
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At any transitions from the previous state of tloeirder to the next for each

type of flip-flops to the information inputs, theysals given in Table 12.2 must be
reported.

Table 12.2

D RS JK

State R S K J Mode

0-0 0 *1 0| *|O
Storage status0»

0-1 1 0 1 * 1 | Transfer from «0O» to «1»
1-0 0 1 0 1 * | Transfer from «1» to «O»
1-1 1 0| * | 0| * |Storage statusl»

* in the table indicates that both "0" and "1" can blensitted for this transition to
this input.

The basis for the synthesis control circuits ofttigggers inputd, R, S, Jand
K is a consecutive states table of the counter, wbiange along the front of the
clock signalC. The current state of the counter, through thec&gontrols of the
inputs of the triggers of the counter preparestrituesition of all digits to a new state
immediately following the current one. That is, tlpgevious state uniquely
determines the status of the control inputs ottiggers of the counter to move to the
next state. Then the complete set of states adhater defines the control functions
of each of the inputs, and the arguments of th@setibns are the states of all outputs
of the triggers in the previous step of operatidainding and implementing such
control functions is the essence of the synthesis. t

Consider the procedure of synthesis of a synchrmmunter with a next
example. Suppose that we have to construct a 4dainter with the transfers
according to Table 12.3.

Usually, synchronous counters are built on the staiggers. In this example,
we will select different triggers to illustrate theethod. LeQ, andQ, be formed by
D-triggers, Qby RStrigger andQ; by JK-trigger.

To find the control function of thd-trigger outputQ;, we construct a
Karnaugh map, whose arguments are all variaDle®2, Q3, and Q4rom the table.
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Table 12.3
Q| Q|

Z

= O
OHHI—‘I—\OOOOOOOOQ

OlR|Rr|O|lo|No|Dw| N RO
ORI R IFIFRIFRPIRFRFROIOCIOIO
ol |F|lo|lo|o|Oo|Rr|kR|IkRIFRO|O
ell=lid N lellell N lellel T I e}

The initial state ofQ; = Q3 = Q, = Q; = 0 must condition the transfer to the
state of Q; = Q3 = Q, = 0 andQ; = 1, as shown in Table 12.2, for this the
combinationQ4 = Q3 = Q2 = Q1= 0 must provide at the input trigg@x stateD; =
1, enter in the cell of the Karnaugh map "1". Samy, fill in all the cells of the
Karnaugh map corresponding to the states of Taéhz 1

QQ: 00 01 11 10
Q4Qs
00 1 1 0 0
01 0 0 1 1
D1 =
11 1 1 0 0
10 * * * *

In the Karnaugh map, * states not indicated in &dl#.3 are indicated. That is,
any cells that minimiz®, can be entered in these cells. From the Karnawayh me
find MDNF and MCNF:

MDNF: D, =Q,Q, +Q,Q, +Q.Q,Q,,
MCNF: D, =(Q, +Q,)0Q, +Q,) 1Q, +Q, +Q,).

For theRStrigger that generates the siggl we find the control functions of
the inputsR,, S taking into account the event table 12.2:
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QQ: 00 01 11 10

Q4Q3
00 0 0 0
01 1 0
Rz =
11 0 0 1
10 * * * *
QQ; 00 01 11 10
Q4Q3
00 0 1
01 0 0 0
82 =
11 0 1 0
10 * * * *

From the Karnaugh maps, we find:
MDNF: R,=QQ.Q +Q,Q; S, =QQ +QQ,
MCNF: R, =Q 0Q, +Q)Q, +Q); S, =Q IQ, +Q)).

For theJK-trigger that generates tlg® signal, we find the control functions of
the inputsls;, Kai:

QQ:, 00 01 11 10
Q4Q3
00 ]
01 0 0 0 0
K3 =
11 0 0 0 1
10 * * * *
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QQ: 00 01 11 10

Q4Q3
00 0 0 0 1
01 - - - .
J3 =
11 - - _ _
10 * * * *

From theKarnaughmaps, we find:

MDNF: K,=QQ,Q: J,=Q,Q.,
MCNF: K, =QQ,Q; J,=Q,Q,.

For theD-trigger that generates tlg@, signal, we find the control function of
the inputDy:

QQ:1 00 01 11 10
Q4Q3
00 0 0 0 0
01 1 0 0 0
D4 =
11 1 1 1 0
10 * * * *

From the Karnaugh maps we find:
MDNF: D, =Q,Q,Q,
MCNF: D, =Q, l{Q, +61) EQ@ +Q).

We choose the basis of logical elements for thakrielogy. If it is appropriate
to use AND-NOT elements, the resulting expressioast be converted:

D, = asQ_z + Q462 + @Qst = 6362 ED4Q_2 @Qst ;

R, =QQQ +QQ =QQ2Q 0,Q;

S,=Q,Q + 63Q1 =Q,Q @Ql ;
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Ks = Q4Q261; Js = QZQ_I ; D, = Q36261 -

According to the obtained expressions for the setetypes of triggers we
build a scheme of synchronous counter (Fig. 12.13):
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Similarly, using the same MCNF transformationssipossible to synthesize
control circuits in other bases (NOR, AND-OR-NOT).

Thus, the synthesis of a synchronous counter witarhitrary conversion table
Includes the following steps:

1. Drawing up a conversion table.

2. Choosing the type of triggers.

3. Making a Karnaugh map for each trigger infolioraentry.

4. Finding MDNF and MCFF.

5. Convert MDNF, MCFF to the form correspondindhe selected type of
logic elements.

6. Drawing up a schematic diagram of the meter.

12.8. Synchronous counter with multiplex control

Trigger control circuits can be implemented on iplékers. The simplest
counters with an arbitrary conversion table arelemented orD-triggers with one
control input. The outputs of the triggers are @wiad to the address inp#ts and
the outputs of the multiplexers control the infotima inputs of theD-triggers. The
information inputs of the multiplexers provide cod@mbinations that determine the
next state of the counter.

Consider the state of the synchronous meter stiafesed in Table 12.4.

Table 12.4
N A Q Q2 Q3
0 0 0 0 0
1 2 0 1 0
2 3 0 1 1
3 5 1 0 1
4 7 1 1 1
5 1 0 0 1
6 4 1 0 0
7 6 1 1 0
8 0 0 0 0

From the state with the number "0" wh@n= 0, Q = 0, Q; = 0, the counter
must go to the state "1" whe&py, = 0, Q, = 1, @; = 0. To do this, the input of the
multiplexers with the addregs = Q, = 0,A; = Q, =0,A, = Q3 =0, it is necessary to
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submit a combination of signals "010", which thetngock pulse will be entered in
the triggers of the counter. Changing the statuthefcounter changes accordingly
the number of information inputs of the multiplexerfrom which the next
combination of signals will be entered into the mawu. The counter implementing the
transitions according to Table 12.4 is shown in E14.

0—o MU 1— o Muxj 0—o Muxj
1—1 00—+ 0—1
0—: 1— 2 1— 2
1— 2 0—: 1— 3
1— 4 D1 1— 4 D2 0—+ D3
1—s — 1—s — 1—s —
0— s 0— s 0— s
0—7] 0— 7] 1— 7
A2 A2 A2
Al Al Al
|—m l—no — A0
& —
» &
L Ip| T Q L pl T Q L p|l T Qs
—C —C —C
C & ®
Fig.12.14

13. Impulse devices

Pulse Devices- Pulse devicesre devices designed to generate, generate,
amplify, transmit, and transform pulses. Theseudel pulse generators, triggers,
multivibrators, counters.

13.1. Impulse front detectors

These are functional elements, designed to geneusppeit pulse with specified
parameters at the time of switching the input digna

I 1

00— Positive front; 0 — Negative front

As parameters of the output signal is amplitUdend duratiort.
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13.1.1. Detector of positive front (DPF

The detector opositive front of signalU; shown in Fig.13.1. For each positi
switching signalJ; at the input formed output positive pulse with aitoiple

U, = UkU°,
SR e
i), U* CIrjUC

Fig. 13.1

and duration
t1 =7 In [(U%-UY) | (U™-Up.)] = C (Rlou+ R) In [(U°-UY) | (U°-Upy.)]
where UO- logic zero levelU! - logic units level Uy, - threshold voltage shift log
element NOTR?,; - output impedance inverter in the state '
13.1.2 Detector of negative front (DNF

The detector of negativfronts of input signalJ; shown in Fig.13.2. For eau
negative switching input signU, at the output formed positive pulse with amplit

U, = Un-U°
At
U el
Fig.13.2

and duration:
t, = 270 [(U-U°) | (U-Up.)] = C (Riou* R) In [(U™-UO) | (U-Up.)]

where UO- logic zero levelU! - logic units level Uy, - threshold voltage shift log
element NOTR - output impedance inverter in the state '
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13.1.3.Front detector (DF)

The signal edgédetecto U, is shown in Fig. 13.3. At each switch of sigU;
at the output of the circuit, positive pulses amerfed with the amplitud

U,= Ut-U°

U, R =1 U.
7— 1@0 j )

t CT U

Fig.13.3

and the duration alternatet; andt,.

13.2. Pulse Expander

In informationsystems, it is often necessaryobtainwider pulses of a certa
duration from short pulses. This task is easilyoagalished with the help of a pul
expander.The pulse expander (Fig. 13.4) generates a singfbpulse of duratic
t... for each input pulse of durati t,, of an externatontrol signé:

ton= te + At

This implies that the impulse that is generateceegs the duration of the ing
impulse.

+
o) e
O

i

-
=
&

Fig.13.4

For the correct operaticof the pulse expander, it is necessary that the dur
of the input pulsd,, be sufficient to allow the capacitor to dischargempletely.
After the inputt,, pulse is completed, the capacitor is charged throegistorR to
the supply voltagdJ,,.. In this case, as soon as the voltage reaJ,,, , RStrigger
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will switch in stae “1”. In this case, the additional duration of tatput pulseAt
depends on the nominal values of the installed dtgace C and resistoiR. The
simplified formula allows you to calculate rouglihe additional pulse duratio

At = RC In [Uun/( Uun - Unop )]1

whereU,, is the supplyoltage of the circuitU,,, is the level of switching thresho
of the RS-trigger.

13.3. Single vibrators

When working with digital devices, it is often nesary to generate impuls
of a certain amplitude and duration. Special des~ single vibrators (SV), perfor
this function. These are trigger devices, whichr@sponse to each input pu
generate aoutput pulse with the desired amplitulJ, and duratiort,. Such impulse
generators can be implemented on logic elementdiang-determining componen
RandC.

13.3.1. SV on logicakélements NANL

The scheme of SV on logical elemeNAND is shown in Fg. 13.5.

R _
* U21
B
U ]IC U
] & 22

Fig. 13.5

In the scheme of the simplest sir-vibrator there are two logic elements, «
of them is used for its intended purpc as a logic element NAND and the othel
an inverter. Br normal operation, the pulse duration of thegeigngpulse must be
less than the duration of the output pulse thgerserate«

The pulse duration, generated by a si-vibrator, can be calculated based

the discharge condition of capaciiC. Until capacitor,C is discharged to the lim

voltageU,,,, his voltageU, on input of the element NAND response to the left

logical “1” and its output is maintained at levél’” Over time, the voltage on tl

capacitorC becomes equal 1U,,, and at the output of the element NAND, the le
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of logical unit will appear. Assuming that the \agje before the start of the discha
on the capacitor was equal to the voltage levéheflogic unitU*, then the change in
voltage on capacitorC over time can be represented as an exponent witbiant
=~RC, so the duration of the output pult, equals the time of discharge of f
capacitor to the limit valuU,,, is determined by the ratio:

Ul

t, = RCln

oy

13.3.2. S\Von logical elements NOF

In Fig. 13.6 shows the scheme of a si-vibrator on logic elements NOT (
and NOR (2). Alternatively, inverter 1 may be gitoelemeniNOR with integrated
inputs.

The singlevibrator, according to the scheme shown in Fig6,180orks as
follows: in the initial state of the device at the outU,; of the inverter (1) there is

U 1k Ohm
! 21
+ i
YD 1
of
- ’
1 ¢
—_ 1 uF
2
Py . 22
—

low voltage level supported by the input voltagenirthe power supplU,,,..
Fig.13.6

At a low level at the inpuUl of a single vibrator at the output of the lo
element NOR (2) there is a high level, which makss capacitor C practical
discharged. A short positive input puU1 switches the logic element NOR (2) ¢
through the capacitor Switches the outputvel of inverter 1 to the "0" state. At t
stage of forming the duration of the output pulsa single vibrator, the capacitC
Is charged through the resisR and the output impedance of the logic element I
(2) R .. with a constant exponential functics = C (R + R ,,.. ). The process of
forming the output pulse is completed when the tinpoitage of the inverter
reaches the threshdlelvel U,,,. As a result, rectangular positive impulse is fedat
the output of the singletorator U21 and negative impulse of is formed at the ou
of U,,. A durationt, on both outputs is equ

t, = 2,In [(Uun /(Uun - Upop)] -
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At the stageof restoration of the sinc-vibrator to the next starting pulse, f
capacitorC is dischargethrough the output resistance & the logic element NO|
(2) in the state of logic "1" and through the r&sis¢ r,, of the diodeVD with
constant exponent= C (lex + I'p). The recovery time of a sinc-vibrator t, is
equal to:

t,~ 37, = 3 C(Runtlup)-

13.3.3. SV based on F-trigger

Figure 13.7 shows the scheme of si-vibrator based orRStrigger. The
feedback circuit of resist R and capacito€ between the output of triggQ and the
reset input of triggeR determines tr timing of the output sign:

Consider the charging and discharging circuit & dapacitorC in a single
vibrator. At the stage of forming the time intdrt,, the capacitoC is charged from
"0" (more precisely, from residual voltaU®) to the thresbld voltage Luop- Circuit

U1®—s TJQ‘@ U22
Q
R Uy

of chargeR,,..-R-C “ground” with constant of exponei8 = C (R,,.. + R).
Fig.13.7

The duration of the charging process determinesdtiration of the outpt
pulse i:

t,= 7, In [(U-U%/(U* U,,,).

In the recovery phase, the capacitor is dischafged the stop to O throuc
the diode VD and the output impedance of the tnR,,.. with constant exponent

Tpos = C( R + Roebzx) .
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The duration of SV recovety can be estimated as,3, that is:
t,~ 317,,= 3C(R+R’,,..).

The diode is almost completely closed when theagaton diode drops below
0.5 ... 0.6 V, and the capacitor completes thehdisge with the same constant time as
when forming a time interval. Thus, when the reguonents for the residual voltage
on the capacitor are increased, the recovery mrieases.

The described single-vibrator on tiRStrigger has a simple structure and
generates two anti-phase rectangular pulses. Howévkas some disadvantages.
First, the charge of the capacit@r occurs through the output impedance of the
trigger, which causes some violation of the recidengsignalU,; at the direct output
of the trigger. The change IR, affects the duration of the generated impulse.
Secondly, it is large duration time of the outputse, the time to restore the voltage
on the capacitor to its initial level.

13.3.4.SV onoperational amplifier

The basis of such a single-vibrator is the Schrimtjger (TS) on the
operational amplifier (OP) (Fig.13.8). Such a tegn this case is invertible and has
two threshold levels of state switchingland U,, which are determined by the
parameters of the positive feedback compondt{sR) according to the ratios:

U= U+o Ri/R;, U= '|U_o| Ri/Ry,

where U, -U, are the limit values at the TS output in two poigsistates, which
depend on the supply voltages + Uccl, -Ucc?2. lctpog, it is possible to take U
~0.9 Ucc in the calculations.

Fig.13.8

The scheme of the single-vibrator is shown in E@9. In addition to the TS,
the circuit contains components that determinedtivation of the output pulse of the
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SV. In this case, such components are resiRt@and capacitoC in the negative
feedback circuit. In addition, the SV contains a&uwit for its excitation, which
includes the differentiation circu@1-R3and the diod&D2.

Prior to the arrival of the excitation pulsd SV is in a stable state when the
output voltage of the circuit is stable voltdge2 = -U,. The diode VD1 is open and
the capacitor C is discharged practically, sineavbltage on it is equal to the voltage
UOx on the open diode VD1. The positive input pulse thrbugh the diode VD2
switches the TS to a state when the output iatsg@ = U',. At a high level of U
at the output, the diode VD1 closes and beginsharge the capacitor C through
resistor R. The voltage on the capacitor C incredse exponential law until it
reaches the threshold level Upl. Upon reachinghtresholdU,; TS switches to the
state U2 = -[. This ends the formation of the output pulse aobtant,:

t, = RC In [(Uo- Uoﬂ)/( U+o- UH]_)].

At the recovery stage of SV the capacitor C islibgged through the resistor
R to the diode unloading voltage VD1, i.e. tg.UOhe duration of the recovery stage
t,is determined by the ratio:

t,= RC In [(|-Uo| - Uu2)/( (|-Uo| - Uoo)].

R

Ve 100 k Ohimn

+Lcel
L ]
[
1nF “

o—ll—’:|;+>_¢_uoz

R1 Rz
1k Ohrm 10 k Chrn

LT

100pF 2T~ wDoo

R3
100 K Chin

Fig.13.9

The amplitude of the positive output pulse Um isado:
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U,=U'o + Uo.

If it is necessary tobtainan SV that generates a negative output pulse i
scheme shown in Fig. 13.9, it is sufficient to dpanthe polarity of the inclusion
diodes VD1 and VD2.

13.4. Multivibrators (MV)

The multivibrator is a relaxation generator desthrie generate peidic
signals (most often rectangular) with predetermimpagtameters: amplitude Ui
frequencyf, intermittency Q. MV can operate in selbscillation mode or in th
standby mode of an external start sic

In the selfescillation mode, the MV does not hav stable equilibrium. Whe
operating a multivibrator in this mode, there am® @alternating qua-stable states.
The state of quastable characterizedy a relatively slow change in currents
voltages, leading to some critical state, whicrat@s tle conditions for the jumpin
transition of the multivibrator from one state toother. The oscillation peric
depends on the scheme parameters. MV circuitdbeasuilt on the basis of bipol
transistors, unipolar transistors, operational #meps, lcgic integral elements lik
NOR, NAND, RStriggers, Schmitt triggers and also on the basisegfatrons (tunnt
diodes, thyristors, transistors, dynistors ). RédgeiMVs most often are built bas:
on integrated circuits.

13.4.1. MV on inverters (NOT

The schemef MV based on logic elements NOT is shown in RBglD. In
addition to the inverters 1.2, the circuit contagscapacitorC, which provides
positive feedback and, therefore, a regeneraticélason mode. Together with tr
negative feedbactesistorR, the capacitor C determines the frequef and the duty
cycle ® of the MV output signal

c
+4 U3 RI D+

3 C

U3 J1_U" = U2
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Fig. 13.10

When the power is turned on, any fluctuations ase®under the influence of
positive feedback MV transfer into one of two gustable states. In one of the
states at the outplt; is set low, and at the output - a high level of potential, and
in the second state, on the contrary, at the olwfpliigh and the output, - a low
level of potential. Relaxation processes of recingr¢he capacitor C through resistor
R, determine the duration of the half-peridég T2,the frequency of generatidrand
the duty cycle? of the output pulses.

At the time intervall; at the input of the first element NOT is the vodads>
U,..,» SO its output is maintained low’Jand the output of the second element is not
high U%,. The charge current of capaci®iflows from the power source in the circuit
"+tU, "-R'  -C-R-R’, —"semrz" and decreases exponentially with constant time:

0orc .one Gux 2 sux1

1= C(R + R)eux1+ RleuxZ) zCR;

whereR’,, is the output impedance of inverter 1 in state "®,,., is the output
impedance of inverter 2 in state "1".

In this case, the voltage at the input of the ®isiment NOT fall exponentially
from the initial value U+ U%. When the voltage at the input of the first eletnen
does not reach the threshold level Uthe inverter of the first element goes into
amplification mode, its output voltage, increasimyyitches the second inverter.
Further, under the influence of positive feedbdle&,scheme regenerative switches to
the second quasi-stable state. This completesotineation of the interval; of the
output signal:

Ty =1 In [(Ug™+U op ) Upop |-

At the time intervall,, the voltage at the input of the first element NOU; <
U.op, SO the output of the first element NOT is higH,Land the output of the second
element NOT is low L. The charge current of the capacitor C flows m dipposite
direction from the power source of the first elemedOT in the circuit
"tU, "-R* -R-C-R’,-"semns" and creates a voltage drop on the resifor

ux1 6Lx 2
sufficient to maintain at the inpl; a voltage element in the logic region "0". As the
capacitorC is recharged, the current through the resiBalecreases exponentially
with constant time:

T2 = C(R + I:'z’l-swcl-l- RosuxZ) zCR’

whereR',,..1 is the output impedance of inverter 1 in state R.,., is the output
impedance of inverter 2 in state "0".
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In this case, the voltage at the input of invelt@ncreases exponentially from
the levelU,,, - U',, asymptotically approaches the level,.UAt the moment of
coincidenceJ; = U,,,, the circuit switches again and all processesepeated.

The duration of th&, half-life, given the above formulas, is determirbgdthe
ratio:

To = 221N [(2U2Uyep Y( Uz Uyep) 1.

The frequency of generatidr= (T1 + T2) ™" and duty cycle of output signals
(ratio of output pulse duration and oscillationipdy:

O1=(Ti#T)TL=T/Ty, O,=(T1+T)/T,=T/T>.
The advantages of this multivibrator are the sioiyliof the scheme and the

stability of the frequency of generation, and gldlidisadvantage is the distortion of
the tops of the pulses.

13.4.2. MV on NAND with auto start

R1

10 k Chim 0o
e uz1
I 3
W
32 Ooa3 U3 Oo4 L
=T 1uf
¥ ¥
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Rz I T
10k Ohrm DD uF

u.f

Scheme MV with auto start is shown in Fig.13.11.
Fig.13.11

This multivibrator contains two circuitR1-ClandR2-C2 which set the time
parameters of the MV, that is, the frequericgnd the duty cycl® of the output
signals. The MV is built on the logic element NANDD1, which is used as an
inverter, and the logic elements NANDD2. TheDD3 andDD4 logic elements are
designed to automatically trigger the generatiomni@no
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In the stationary oscillation mode, anti-phase aigare set at the inputs of the
DD3 element, so a constant high leveliaf is maintained at the output of thi8 of
the DD3 element, and a low £ = 0 at the output of th®D4 element, and the
resistorR2is almost "grounded". In the case of failureldd pscillation signall =
0, the outputs of the elemem®1 andDD?2 are set equal’, = UL, therefore output
DD3 we haveU3 = 0, and the outpubD4 U4 = U,', which through the resistor
enters the inpuDD2 and provides the start of the multivibrator whée trigger
signalU%,. Thus, the generation mode is started. This allhwwsscheme to generate
pulse packets dfi*; control signal duration.

External diodes provide fast discharge of capaxi@il, C2 that set the time
parameters of the MV: duration for the half-periddsandT2, the frequency = (T1
+T2) tand the®1 = (T1 + T2) / T1.

The resistance values of the resisiRis R2must be selected large, but subject
to the limitation:

1 0
Rl(z) <U 1min/ I 6x 1

whereU, i, - the minimum voltage level for the high level,;
1° .- input current of logic elements at low level gputs DD1, DD2.

The duration of th@1, T2half-cycles of the multivibrator is determined the
time-setting circuits respectively,,C,, andR,,C,:

Ti= CiRiIn (UY Uimin) , To= CoRoIn (UY Utiin),
and the frequency of oscillations generated by (T, +T,) ™.
The capacitance of capacitdtd, C2defining the duration of the intervals,

T, is determined from the given ratios, respectivily the selected resistance values
of resistorR1, R2.
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13.4.3. MV on the Schmitt trigger (TS)

Scheme MV on the Schmitt trigger is shown in Figl?23

U TShm U7
+— [
F
10 K Ohm
—_
T 1nF
Fig. 13.12

If the multivibrator is to provide only a given freency of generatiohand the
duty cycle is insignificant, it is advisable to usee scheme of the simplest
multivibrator based on the Schmitt trigger.

The transfer characteristic of the Schmitt triggas a pronounced hysteresis
character. It distinguishes two threshold voltaggsandU,, of switching the output
voltageul m - U2 and U 0 - U] respectively.

The simplest multivibrator is based on the inverti@chmitt trigger is the
inclusion of an integratinRCHink between output and input.

At the moment of connection of the power supply, capacitor C is
dischargedU; = 0, a high level is set at the inverting outputtiod trigger, which
determines the charge of the capacitor throughasistorR with a constant time

1= C(R+R16ux)s
whereR%,,,. - the output resistance of the Schmitt triggeihim $tate "1" at the output.

In the new TS state, the input voltage drops expoaléy as it approaches?.
WhenU, compared tdJ,,, the trigger switches to a new high output staiel a new

charge cycle begins. Thus, the multivibrator esittself, generates rectangular
pulses, duration T1, and pau3gswhich are determined by the ratios:

1—
T, =1, D]n|:U2 U"Z},

U;_Unl

ud-u, U,
Tzzrztﬂn[ug 1}:r2Eﬂn{U1]

2 T Va2 n2

161



These expressions allow us to calculate the frequehzi:T iT of
1 2

multivibrator generation and the duty cycle of autpulse:
O, = (T+T)/TL=TITy, O,=(T1+T)/T,=TIT,.

The frequency stability of the multivibrator is lpwince the difference in the
transfer of voltage$),; andU,; is insignificant and the temperature drift of eath
them significantly affects the duration of the timervalsT,, T..

13.4.4 MV based on an operational amplifier

The scheme of MV based on the operational amplfi@A) is shown in
Fig.13.13.

Operational amplifiers are widely used in the camdton of multivibrators
because they have the following positive properties

« high voltage gainffv =10°--10°y that guarantees self-excitation conditions:

* large drop in output voltage, the levels of whatk close to the voltage of the
power sources;

* large input and low output resistance;

* high rate of change of the output voltage S =sV /

| 112

Rz
10 k Ohimn

Fig.13.13
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To provide a regenerative mode of switching, the ©A&overed by positive
feedback (Fig. 13.14), resulting in a transfer abtaristic that acquires a hysteresis
character similar to that of the Schmitt trigger.

Fig. 13.14

The scheme in Fig.13.14 is a Schmitt trigger onQie The threshold voltages
U,1, U, of such a trigger are determined by the part obilput voltage supplied by
the positive feedback circuiR(, R2 to the non-inverting input.

Since the output voltage of the OA in the mode e Schmitt trigger can
accept only two static levels corresponding to léwels of positiveu,, or negative

U, constraints , the threshold voltages are detewmnoyethe ratios:
Un=UnR/(Ri+ R) = Up B; Uy =-UpRi/(Ry + R2) = -Uy, 3,
where 3 = R/(R; + Ry).

The multi-vibrator based on the Schmitt trigger tie OA can be obtained by
introducing a connection between the output of @& and its inverting input
through an integratin@C-circuit. The principle of operation of such a nlirator
Is to monitor the voltage delay at the invertinguhU,; by the voltage at the non-
inverting input U, which repeats virtually inertia with a coefficterof
proportionalityl3 <1 output voltagdJ,. At the intervalT; at the output of the OA, a
high level was established, at the non-invertinguinthere is also a practically
constant potentidl,; = Uy, 3, and at the inverting voltage the voltage expaaént
approaches) * 1; — Uy as the charge of the capacitor C is constant

1= C(R+ R+eux.) ~ CR;

whereR’,,,. - the output resistance of the OA in the posilirét mode.
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The charge of the capacitGrcauses a decrease in the differential input voltage
Ug = Uy2-Uy; and when it reachedy = Uy, - Uy =0 OA goes into active mode.
Under the influence of positive feedback, the S¢himgger switches to a low-output
state. During the switching, the voltage on thpac#or C does not have time to
change significantly, so the negative feedbd&)(On the switching processes has no
effect. At the non-inverting input of OA the vol&g,, = -Uy, R is set.

At interval1,, the voltage across capacitor C approaches widmstant time:
(5 C(R+ Reux.) ~ CR;
whereR,,. - the output resistance of the OA in the modeegfative limitation.

The intervalT, ends at the moment of coincidendg= U, - U1 = 0 and
subsequent regenerative switching of the OA tosth&e of positive restriction. The
duration of the interval3;, T, is determined by the exponential capacitor reaharg
functions in the voltage range betwdgpn andU,;:

Ti=7In[(Uo1- U,2)/( Uor- Uy,
T2 =17 In [('U02' Un]_)/( 'U02' Unz)]

WhereadJ,; = Uy, 3; U, = = -U,, (3, the above relations can be represented in the
form:

T,=T,=RCIn[(1 + R)/(1-R)]=RCIn[(2R1 + R2)/R2],
l.e. the multivibrator generates rectangular pulsgh an opacity of 6 = 2. An
independent setting of the duratidén T, and the required velocityis realized when
a nonlinear bipolar circuit replaces the resifor

13.4.5. MV on RS - trigger

The scheme of MV based on the RS-trigger is showiig.13.15.
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Fig.13.15.

To implement a multivibrator based on R&trigger, it is necessary to include
two circuits defining the time parameters of the M&tween the outputs and their
respective inputs. Therefore, we get a self-osmilamultivibrator with independent
control of half-time durations and time constants:

71— Cl(R1+ ngux)s T2 = C2(R2+ ngux)y

whereR',,.. is the output impedance of tRStrigger in the state "1" at the output.
The duration of half-periods is determined by thtgoss:
T = Cy(Ru + R) In [(U'1 = U0/ U1 = Uy,
T, = Co(Rx + R') In [(U'22— Wao)l( U — Uy,
whereU,,, is the threshold switching voltage of the trigger.

Discharge of capacitorS1, C2flows rapidly through diode¥D1, VD2 with
constant time:

1,1= Ci(fp+ RO) K T1, 7,0= oy + RO K T
and does not affect the frequency of generation:
f= (Tl + Tz)_l'

This multivibrator can be implemented on both TThdaCMDC IC. The
relative disadvantage of such a MV is the tempeeatnstability of the frequency
(duration) of the pulses that are generated.

13.4.6. MV on two operational amplifiers

To increase frequency stability, it is possibledplace the relaxation processes
occurring in exponential time linear circuits imdiar circuits. Linear relaxation can
be realized with a constant-level integrator. Thleesne of such a multivibrator is a
series connection in the closed circuit of the rtimg integrator on the OMA2 and
the non-inverting Schmidt trigger on the OA DA1d¢Hi3.16).
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The transfer characteristic of a non-inverting Sithirigger is characterized
by two threshold levels. The switching thresholdstle trigger U,;, U,, are
determined by the resistance resistBlsand R2 of the positive feedback at two
possible voltage levels at the output of the Schimgger:

U= 'U+0 R/Rz, U2=U\( R/R,,

where U',, -U, are the output voltage levels of the Schmitt ®igip states of
positive and negative constraints, respectivelierdened by the supply voltages of
the operational amplifier.

The output voltages of the Schmitt triggerd)-U, are the input voltages of
the integrator whose voltage at the output varEom@ing to a linear law between
the threshold leveld,, U,..

At the time intervalT; the output voltage of the integrator decreasesaliy
from the initial valudJ,.:

Uzl(t) = Unz- U+o t/ (RC)

At the end of the interval;, the output of the integrator sets the voltahe
switching the output of the Schmitt trigger to #iate -U,. So

Ui(T1) = U,o- Ut T/ (RC) = Uy
From this relation we obtain an expression forlémgth of time interval T1.:
T.=RC (U, +U,1) / U'o = RC k (U, + U)/ Uy,
wherek = R/R..
Similarly, we obtain the expression for the timeemal T,:

T,= RC (U, +U,1) / U= RC k (U + Ug)/ U .
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If the operating amplifier has symmetrical powes, U *, = | -U7, | , duration
T,andT, can be calculated by the expression:

T,=T,=2kRC.

The outputU,; of the multivibrator produces a series of rectdagpulses of
the type "meander”, and at the outplgi - pulses of triangular shape with frequency

f = (4kRC)*
and with the duty cycleé = 2.

If it is necessary to obtain output pulses withteaby magnitude, the resist&
of the integrator must be replaced by a nonlingaolar.

The frequency stability of such a multivibratodistermined by the stability of
the parameters of the componeR{R1, R2andC.

13.5. Generators of linear output voltage

Generators of linear output voltage (LOV) are etmut devices whose output
voltage changes linearly for a specified time.

A number of parameters characterizes the lineatable voltage U (t):

- the duration of the running strokgthat is, the time during which a linearly
output voltage is formed,;

- the duration of the reversgrecovery time) is the time, during which the
reverse transitions to the beginning of the lingation of the output signal,

- the repetition period of the output sigiiat t, + t,;

- amplitudef saw tooth pulsed,;

- nonlinearity coefficiente.

One of the most important parameters of the LOVitss coefficient of
nonlinearity e. To determine nonlinearity coefficient we use the well-known
assertion that a linear function is characterizgdabconstant derivative at all its
points, so the deviation from the linear law canelsémated by the coefficient of
nonlinearity. Nonlinearity is determined by the nmaxm deviation of the real
waveform from the ideal linear shape. The coeffitigf nonlinearity is found as the
ratio of the difference of the maximum and minimdasrivatives of the function on
the working area of the signal to the maximum deive:

du(t)

(%) = Car

Jmax dU(t)]min

L de 100
dU(t '
[ dg )]max
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13.5.1.LOV generator on the dinistor (Shockley diode)

The scheme of the MV based on the dinistor (Shgckl®mde) and the
operational amplifier is shown in Fig.13.16.

In the scheme of Fig.13.17, the resistance of ¢sestorR and the voltage of
the power supplyJ.. are chosen such that the load line intersectsdhage-current
characteristic (VCC) of the dinistor with the parders of switching upJ,.x and
switching off U,,;, on the negative resistance section (to ensure tbdenof
generation).

Lz

o

10k Ohim
3
= 1uF F1
10k Ohim

Fig.13.17

When the power is turned on through the resifpithe charging of the
capacitorC with a constant exponenf, =CR starts,nenthe capacitor is switched off.

When U, reachingU., the breakdown of the dinistor begins to switeh) s
resistance is regenerative reduced,joWhen dinistor is opened, the capacitor C is
discharging through it, and at the moment whervtiieage on itU. reachedJ,,,, the
dinistor shuts off and a new charge cycle of theacdor C through the resistoR
begins. The duration of the running strokeor the exponential growth law is
determined by the relation:

tp = Tsap In [(Ucc_ Umin)/(Ucc_ Uma)a] =RClIn [(Ucc_ Umin)/(Ucc_ Uma)a]-

The duration of recovery, that is, the return tsoalor the exponential law of
reducing the voltage on the capaciwith constant,,, = Cr,, is determined by the
relation:

te = Tpo3|n (Uma>[Umin) = Crnp In (Uma>[Umin)<< tp'
Thus, the frequency of generation of saw tooth wigmnals is:
f=(tt,)"
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The amplitudeU,, of the output signals depends on the parametertheof
components of the negative feedback and is detedrby the ratio:

Um = (Umax - Umin)(l+R2/R1)-

To ensure linearity of the signal work area, it necessary to use the
exponential initial section, that is, to select iaistor so that the requirement is
satisfied:Ux < Uc. This condition is easily fulfilled if th&/D dinistor is replaced
by the scheme shown in Fig.13.18 by including itwaen pointsa and 6. The
maximum voltage on the capaci@r(instead of the parametek,,,) is determined by
the control voltagéJ.,

Llcm
WT1

WT2

1k Ohrm

Fig.13,18 Fig.13.19

The nonlinearity othe signal work area can be significantly reduced use
instead of the resistdt, the generator constant current shown in Fig.93axhich is
connected between points d and a. In this casec¢dpacitorC is charged by the
generator constant current of the collectpr of the transistorVT1, which is
determined by the ratio:

I :(U st —Uo)/R3 = const,

whereUg - the stabilization voltage of the Zenner didde,
U - voltage drop at the emitter junction of tran®istTL1

In this case, the voltage across the capacitorcreases according to a linear
law:

|
U (t) =U,, +-=5t
C() min C
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and the duration of the linear portion of the sigmhen the signal increases from
Ummto Umax, IS

t|0 = (Umax' Umin)(-:llk-
13.5.2. Shaper of LOV on an operational amplifier
The scheme of the shaper LOV based on the opeaatomplifier is shown in

Fig.13.20.
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Fig.13.20

The shaper is based on an integrator on an opeaatamplifier covered by
negative feedback due to tHiC circuit. TransistorVT is used to set zero initial
conditions. If the voltage at its gath,>U,,,, the channel is induced and has a low
resistanceR,, shorting the capacitor C. This determines théainiconditions of
integration:

Uxp=-UR/R.

If the ratioR <« Ris chosen correctly, we halk,=0, i.e. almost zero initial
integration conditions when the capaci@is practically discharged.

If a rectangular pulse of amplitudi&; < U, is input toU,,, the VT transistor
closes and capacit@ begins to charge by the currant:

|C= IR = U]_z/ R.
The output of the integrator generates a voltage:

Uz(t) = Uzo- % fU12 dt.
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If Uy, = const, therlc = Ig = const and the output signal over the duratign
of the input pulséJ,; is formed by a linear law:

Uz(t) = U20- % %t

At the end of the input puldgoutput voltage reaches the amplitude value:
U2m = - U12 IUI(RC)

After the input pulse, the transistor opens anaubh it the capacitor C is
discharged. Duration of recovery time

t,~ 3 CR.

The considered scheme provides a high quality ousmynal with a low
coefficient of nonlinearity and high load capacity.

14. Digital to analog and analog to digital convedrs

Digital to analog converters (DAC) are a class efides that realize the
conversion of code combinations (dimensionless tfigs) into some physical value
(most often, voltage) according to some conversamtor. DAC have a very wide
range of applications in measurement, computinggmbdical engineering,
transmission, storage and display information,rocpss control systems, etc. In the
Ukrainian literature, DAC stands BAIL

Schemes of use of digital-to-analog convertersyappt only to the field of
code-to-analog conversion. Using their properyyes, can determine the composition
of two or more signals; build function divisors, atwg units controlled by
microcontrollers, such as attenuators, integratord more. An important area of
DAC is also signal generators, including arbitragveforms.

The main function of the DAC is:
U(X) = Kx Xn1

where X is some digital code that, in the case-bit binary encoding, looks like:

=

Xa= 3 %2,
i=0
where xi is the value of the i-th bit of the bipaode: xiU{0,1}. The coefficient K
determines the scale of conversion and has usaaigension of voltage.

The conversion error reflects the difference betw#de nominal conversion
function and the real one. This parameter can beifsgd both before the output and
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before its input. If the conversion error is outptliten it is expressed in units of
output (voltage or current), if input, then in dims@éonless portions of the unit of the

converted code.

14.1. DAC based on analog adder

The scheme of DAC based on the analog adder iemex$ in Fig. 14.1. The
principle of such a DAC is based on the additioeadth bit current;, proportional to
the weight of the bits number and which are colgdolby the switchable logic
variables xi of the converted code. The value efhits current; is determined by
the value of the reference voltage, and the resistance of the resistor of the i-th bit

R:

li-Uo/ R .
L
. -1
Rir-1 m
1k Ohm g
| | ‘-LHI
#n-2
Rn-2 T-n R
2k Ohm 4 10k Ohrn
1 !
L R1 }{ljl-l
16 K Ohm 4
]
#]
RO m
32K Ohm 5
|

Fig. 14.1

The highest bitx,; of the converted code corresponds to the maximum bi
currentl,_;, which is determined by the smallest resistaR¢ce The current of the
second bitl,, is twice less, that is, the resistanBg, accordingly twice. The
minimum input current gives a lower bi and corresponds to the maximum

resistancd,.

That is, the resistance in the circuit of thk binary code should be equal to:

R =Ry/2.

172



Connecting of the bit currerit to the input of the operational amplifier or
switching it to "ground" is carried out by the dlenic switch, shown in Fig. 14.2.

K]
-— 9

WT1

li

WT2

[¥1

TN

Fig. 14.2

If X, = 0, transistoMT2is open and/T1is closed and curretis disconnected
from the input of the operational amplifier. At= 1, the transisto¥T1is opened and
the current of the current is fed to the input of the operational amplifiegéther
with other bit currents. Thus, the total currenpdied to the operational amplifier is
determined by the expression:

|(UOI’IIR1)€):‘ X||I :Uon

=
i

n-1

n-1 )
/R = Uon/ROZ %2 = Uy Xol Ry,

i=0 i=0

1
o

whereX, is the input digital code.

Almost all of these currents flow through the remi&,. of the feedback circuit
in the operational amplifier (OA), since the OAlsroinput current is disappearing
small. Then the output voltage of such DAC is eduodlhe voltage drop across the
resistor in the feedback circiRt. (taking into account the sign):

U6b1x :'Rocx I( UonsRi1)q)= 'RocUOHXn/RO-

At high bit DAC, current-setting resistors must determined with high
accuracy. The most stringent precision requiremargsmposed on the higher-order
resistors, since the current variance in them masexceed the current of the lower-
bit current. Therefore, the variation of the resmsie denominations in theh bit R
must be no more thafiR / R (%) = 100/ 2",

From this condition it follows that the variatiom the resistor resistances, for
example, in the fourth digit should not exceed 8% in the 10-th digit - 0.05%.

The above DAC scheme is simple, cheap, the aldigonvert binary-decimal
codes without first recoding into binary code. déesformance is uniquely determined
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by the frequency properties of the OA and the parémce of the transistors of the
electronic switch on transistoy&l'l, VT2

The scheme under consideration has a number ahwdistages. The main one
Is the need for a large number of precision restgfmes. In addition, the resistance of
the higher-order resistors in the multi-bit DAC dacomparable to the resistance of
the locked key, which causes an additional conear&irror. These disadvantages
limit the allowable bit of conversion codes. Asuéer for such schemes have no more

n< 6.

Figure 14.3 shows the DAC graphic designation Wakbench environment
with an output voltage proportional to the digitalde.

F1234587
CAC
1 Y

Fig. 14.3

14.2. DAC based oR - 2R series of resistors

To eliminate the main disadvantage of circuits dase the analog adder, a
DAC scheme based on tRe2Rresistor line, shown in Fig.14.4, has been deezlop
and widely used. Resisto2& of such line through electronic switches on trsiaoss
VT1, VT2(Fig. 14.5) are connected by a logical sigrnatither to ground through
transistor VT1, or to a potentially grounded input of an openadio amplifier.
Therefore, the current of the lowest kit is determined by the resistance of the
resistor2R and the node voltage, which is the result of #@asation of the reference
voltageU,, for the discharge; between the resistét and the parallel connection of
the two2Rresistors, that is, half the voltage.

R R R
Lion 10 k Ohm 10 k Ohm 10k Ohm
L L . » &

2R 2R 2R 2R 2R
20k Chm 20k Chm 20k Chm 20k Chm| |20 K Qhm

Er- [5}:32;:9] e -2 N | N 0
fl space] E ]‘31 [Space] E ]'31 [Space] oy
(WI=Ty

. . .

RO
10 k Ohm
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Fig. 14.4
For the i-thorder, the node voltage |
Ui=U,, /"""
Then the current of th-th orderl;is determined by the expressi
Li=Ui/2R=U,,/ (2R*2"*Y=U,, 2/ (R ).

The input of the OA, taking into account the actiminlogical variablesx;
receives a current signal equa

n-

|0y=Z X||| .

1
i=0

Tl
L‘ It
X
—+Um FE
VTI1_-L vT2—>

Fig. 14.5

This current, flowing mainly through a resistortie negative feedback circi
R, generatean output voltag

U@ux:'lonRO:'ROnZ_l Xili: 'ROUonl(Rzl)nz_l )(izi:'ROUoan/(R?): AUXn,
i=0 i=0

where the value ofaU = Ry U,, / (R 2) is a discrete amount of volta
corresponding to the minimum increment of the outmitage, i.e.. the contributic
of the smallest bit to the output sig!

The main advantage of the DAC discussed in thisiagees the minimun
number of precision restior types- only 2 R and2R). Main disadvantage is due
the nonideality of the electronic switches, the resistantavhich is added with
resistance oPR and introduces a corresponding statistical errod i@ this DAC
there is. However, the nunr of such DACs is greaten(= 10 ... 12) and the
application is wider.
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14.3. DAC on current switches

The design of the DAC on diode current switchet® isliminate the influence
of the resistance of non-ideal electronic keyslmnwvalue of the controlled variable
bits of current. For this purpose it is necessargnsure the formation of each bit
currents from sources with the maximum possiblermdl resistance (preferably,
from an ideal current source), the value of whighld not be affected by the internal
resistance of the electronic key. As such a cursentrce with very high internal
impedance can be used bipolar transistor includethe scheme with a common
base.

In Fig.14.6 is shown DAC circuit based on tReRresistive matrix, bipolar
transistoraVT,,... VT,.; included in the common-base circuit, and switdoeshe bit
currents of diodes VD1, VD2.

Currents of each bit are formed by the resistorim#&-2R The potentials of
the transistor bases are the same and offset byRthe VD circuit so, that the
transistor emitter potentials are approximatelyzdihen the currents of the emitters
of the transistors are determined by the node geftdormed by the resistor matrix
R-2R

®a
L L ] L ] ®

R0

Rt =7 Dz N e 10 k Ohrn

KUy

03y

Lgkn

Y1 YT

20k Ohm

2R

R
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2R
20k Ohm

R
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[

]

2R
20k Ohm

R
10k Ohrn

S

Fig. 14.6
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Jpkix2

For the transistoYTn-1, this voltage is Un-1 =U4,,, for theVTn-2transistor it

is twice less than the absolute valulg:, = -
node to node, the voltage is halved. For the iitfthe node voltage is:

U,, / 2 and further, at the transition from

U=-u,/2"

Then the emitter current of ti¢h transistor is determined by the expression:
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i = Uil2R = U,,/(2"**2R) = U, /( R2™).

Accordingly, the current of the collector of thth transistor is constant and is
equal to:

= al; = U,J(R2™),

wherea =1 is the current transfer ratio of the transisiothie scheme with a common
base.

The collector currents of the each bit transisftm® either through the diode
VD1 if the logic variable of the discharge code is |oyv= 0) and the diod¥D2 is
closed or through the diodéD2 if the logical variable discharge is high< 1). That
IS, if the diodeVD1is closed an&¥D2is open, and if the diodéD1 is open and/D2
Is closed.

Currents ofVD1 diodes are added and form the total current:

n-1 1 U x u nt )
I, =51, =) —2fd=—m sy |
=21 =2 R REY
which flows mainly through resistor RO in the negatfeedback loop of the
operational amplifier OA. At its output, taking entaccount the bias voltadéd,,
formed voltage:

_ _ u o R, U
Uebzx - UCM - | - UCM _&i 2 = UCM -
! =Ro R 2" ZOX, R 2" %o,

whereX, - the input digital code.

The biasvoltageU., is required to ensure the normal active mode ofsistors
VTo... VT,.. To neutralize the voltag¥., and simultaneously scaling the output
voltage of the DAC uses a subtraction scheme fo2 . G% its output voltage is equal
to:

Uebzx2= RlROUlX
R,R 2"

n .

The main advantage of this DAC is that its outpuitage is almost
independent of the resistance of the electronics Kay this case, diodegD1 and
VD2). This makes it possible to increase the maximigit df conversion codes: n
<14.

The disadvantage of this scheme is the operatidmpolar transistors in active
mode, which increases the power, dissipated ordhlectors of the transistors, and
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have to solve the problem of heat removal. Higpester is dissipated on théln-1
transistor.

14.4. ADC of deployment compensation

The principle of operation of analog-to-digital eenters (ADC) is to measure
the level of the input signal and output the resuldigital form. As a result of the
ADC, discrete samples of continuous analog signed aonverted to the
corresponding digital codes.

In order for the ADC to function properly, the inpsignal must not change
during the conversion time, which is usually accampd by a sampling-storage
circuit that captures the instantaneous signalllewve stores it throughout the
conversion time. In Fig. 14.7 shows ADC of deploptneompensation, that converts
an analog signdl, into an n-bit binary codX,.

R
St bD2 cr2 #IA 0
—slT & i A n, 3
I~ r
R |; : i i Il
po1 e AK
7 n D& DDE
Bh3
M
[r[ng
RG

e)
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(0 L

Fig. 14.7

This converter is a typical example of sequentrsd-wvay ADCs containing an
RS-trigger, a clock pulse generator CPG, a n-bmaty counter CT, an analog
comparator AK, a digital-to-analog converi@f , and a n-bit register RG controlled
by a signal output from a positive output fronttbé JIIId. At the output of the
register, RG generates the output c&gdeOne input of the AK comparator receives
an analog input sign&l, and the other inputs connected with a DA& output.
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The operation of the converter begins with thevatrof the startup puls8t,
which sets in a state “1” RS-trigger, the outputwdfich opens thé&®D2 valve and
pulses from the clock generator CPG with frequefgcgre fed to the input of the
binary counter CT2, which sums the number of iqguises. The output code of the
counter is fed to the DAC, which converts it intoltage. The equilibration process
lasts until the DAC output voltage equals or exsdbeé input voltagel,. At the time
of comparison or exceeding the output voltage ef IAC with the analog voltage
U,, the analog comparator AK is triggered.

Switching the output of the comparator from “1” t0” indicates the
completion of the conversion process. The outpdeeq is proportional to the input
voltage at the end of the conversion.

The conversion time of this type of ADC is variabled depends on the input
voltage. Its maximum valug, maxresponds to the maximum input voltage and for the
n-bit binary counter and clock frequerfgys equal to:

top e = (2"™-1)1 o

For example, at n = 10 afigk 1MHz,t,, ..« = 1024us, providing a maximum
sample rate of the order of 1 kHz.

When operating without a sampling-storage devioe aperture time coincides
with the conversion time. As a result, the resdltttee conversion is extremely
dependent on the ripple of the input voltage. la tiresence of high-frequency
ripples, the average value of the source code meailly depends on the average
value of the input voltage. This means that the AD& this type without the
sampling-storage device are suitable for operath constant or slowly varying
voltages, which during the transformation changenmmre than the value of the
conversion quantum.

Thus, the ADC of the deploying compensation is liw conversion rate,
which reaches several kHz:

fu3M./waKc <1 t’lp.]l/laKC = f0/ (Zl-l)

The advantage of ADC of this class is the compasagiase of construction,
due to the consistent nature of the conversionga®icand the disadvantage - low
speed.

14.5. ADC following compensation

In Fig. 14.8 shows the scheme of the ADC followamgnpensation, the main
functional elements of which are a reversible binesunter CT2, digital-to-analog
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converterIA , clock pulse generator CPG, analog comparator deéfector positive
and negative front§® and n-bit commutator of cod&.

The principle of the ADC following compensationbased on the use of a
reversible counter whose source code is converyed bdigital-to-analog converter
into a sampled voltagd;;. The voltage of th&J;; is compared with the input signal
U, of an analog comparator, which generates a sighabf the control of the
direction of the counter account. Thus, a numeoecX, is formed in the counter,
which corresponds to the instantaneous value cdutladog valueJa:

U,=X, AU + 6U,

whereAU = U,, /2",
sU - conversion error; moreovetl <| 46U | .

Ao & f>)(
MA

Ux

UB:IIE ’ +1|CT2 #/A

U S

— ¢
fo
CPG

In Fig. 14.8 shows a block diagram of the ADC faliog compensation.

Fig. 14.8

Clock pulses with a frequendy are fed to the input of the counter CT2, the
output code of which is converted into analog faamd how the voltage Ux is
supplied to the input of the comparator AK and caregd with the converted analog
voltageU,. For example, iJ, <U,, voltage of high level from comparator controlled
the counter CT2 and it works in the sum mode. inetithe value of voltag&l,
steppedly increased and @> U, the comparator switches the controlled input of
the counter CT2 and turned it to the subtractiom@end®Vhen the detector has a DF
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front, it forms an impulse, which means that thdugaof the digital codeX,
corresponds at this moment to valdg From this moment the value of voltage
steppedly decreased to quiet feast lddye U,. At the moment of equals &, <U,

the comparator will switch over and put the countethe sum mode. When the
detector is used, the front of tfigb is redefined as a pulse of a specific value of the
digital codeX,. In this way, the value of the output voltadgfollows to changes of
input voltageU.,.

For normal work of such an ADC, it is necessaryetsure that speed of
change voltage of the analog sighalwas smaller and then the speed of the speed of
the output signalsl, of DAC. That means, that must be used condition:

dUydt < AU f, =U,, f/2",

where4U is the quantum of the increase in the eddy spaginbge DAC,U,, is the
bearing voltage of the DAC.

The smaller the speed of the input of the analeygrealdU, / dtis, the higher
Is the frequency of the output codg At U, = const, the frequency of output cade
IS expensivd,.

The advantage of such ADC is simplicity of struetuand disadvantage is
asynchronism of the type of output coXle

14.6. Successive approximation ADC

A successive approximatiazonverter ADC is the most widespread variant of
successive ADC.

Work of this class of converters principle of diatry is the basis of, i.e.
successive comparing of measured to 1/2, 1/4, 1/8etera from her maximal
possible value. It allows fan- bit of ADC to execute all process of transforroati
after n of successive steps (iterations) instead bfides at the use of successive
account and to score a substantial advantageastaé€ting. For example, already at
n = 10 this winning arrives at 100 times and alldwget by means of such ADC to
10° ... 10 converting in a second. In the same time statioreof this type of
converters, that is determined mainly DAC, thatused, can be very small, that
allows realizing a discriminability to 14 binarygits at frequency of selections of to
200 kHz.

Let us consider principles of construction and woof successive
approximation ADC on the example of the structur@ught around to Fig.14.9, that
consists of next basic knots: clock pulse gener@ie, RS- trigger, register of
successive approximation oPIIII, digit-to-analog converter DAC, analog
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comparator ofAK, detector of positive fronts giII® and n- bit register RG for
storage and delivery of current values of digitade ofX,,.

RG
ane > -
Xoa ||
: |l Re | K. #/A ¢
t T pan | |-
S — &}J\C : o
—R T_ |7 _Xn TL
/s —A] ?—l S T8 .
Wik ano
|
Fig. 14.9

The starting entrance impulse of St sets RS-triggehe state "1" and n- bit
register of successive approximationPRdII in the initial state, when in n-digit is
brought "1", and in other digits - "0". Content RiflIT will grow into an exit DAC.
Output of DAC in analog form dfJ, and compared on the analog comparatokkf
with the current value of analog signallf. If U, < U,, the state of n- digit is fixed
at the level of "1", and in case Of > U, the state of n- digit is fixed at the level of
"0".

Next impulse brought "1" in the (n - 1)-th digit BFIIT and like on the state the
initial signal of analog comparator &K the value of (n — 1)-th digit of source code
Is determined. An times will be certain alh digits of code ofX,,. Throughn times on
the exit ofPIIIT the signal of overfilling oP is formed, that transforms the detector
of positive fronts of{I1® in the impulse of reset of RS- trigger in the stdl". The
same impulse provides the transfer of contem¢gisterPITH as n- bit code ok, in
the register of RG, that corresponds to the atirralue of analog signal &f,.

This class ofALIIT occupies intermediate position after a fast a¢tougt and
discriminability between consistently parallel amtegrating ADC and finds wide
application in control system, control and digttalatment of signals.

14.7. ADC of double integration

In fig. 14.10 are brought the principle over of transfdrama (6), analog
integrator on an operating amplifier) @hd example of realization of ADC of double
integration §). Such ADC can be in one of the 3th states: actation, measuring,
storage. For fixing of 3 states the used 2 RS-tnggQl, Q2). Output signals of
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triggers used for a control by the keysKif K2, K3 by signals accordingly'1, V2,
andV3. In a table 14.7 the brought states over of tmgge accordance with time
intervals and signals of control of the keys ontthasistors/T1, VT2 andVT3

K3

X
I

Uon
a.
F
Un
P .
/ h ~
A N A
e L \\ AN
~
/ — - . "
o N ~
St t1 t2 t
to nic nt
T
DD4|1 pps|l pD6 |1 o]
_ &
[ l—ll
— .
: |
DAL
DD1 " DAZ
R T
1 5
DD3 DD2
T2 RG
Elﬂ DD12 n Eﬂ
A LT "
DD3 —| r DD10

Fig. 14.10. ADC of double integratioa:conceptual char- time diagram of
transformationp- fundamental circuit
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Table 14.7

State Time interval Q4 Q, V., V, V3 | FunctionV

Storage t<tyt>t 0 0 0 0 1| V,=0,'0,
= Q110

Accumulation to<t<t 1 0 1 0 0 Vi=0,-0,
= (011+0;

Measuring ti;<t<t, 0 1 0 1 0 V,=0;-0,
= Q110

Work of ADC begun with the serve of starting impulsf St, that sets RS-
trigger of DD1 in the state 0fQ1=1, and RS-trigger oDD2 confirms the previous
state ofQ2= 0. The same signal to the counter@D9 (entrance of D) is add the
constant ofh,, that determines the fixed amount of times of audation ofn,. In
accordance with the table of the states by thecédg@lements of NORDA4, DD5,
DD6 is formed signals o¥1=1, V2=V3=Q the key ofK’1 on the transistor o¥T1is
switched on, and keys &2, K3 on transistors accordingiyT2 VT3 states switched
off. ThroughVT1 the input analog signal &f, (for shown examplé&J, < 0) acts on
the entrance of integrator 8f41. Increase of initial tension of integrator Gf > 0
stipulates establishment on the exit of analog @ratpr ofDA42 of high level of
Ulk, that provides the element BID8 serveof time impulses on the exit d@f of
meter ofDD9. The mode of operations tfe reversible counter is determined by the
state of input A: aA= 1 counter functions in the mode of subtraction, ahéd =0 -
in the mode of add. After af, times the state of counter changes frgno 0, when
on the exit of V of counter a high leveV<1) that grows the detector of positive
fronts JII1d of DD12 into a short positive impulse is formed. Impulsent JII1d
(DD12) resetsRS-trigger ofDD1 (Q1=0) and sets in the state @2 =1 RS- trigger
of DD2, thatanswers passing of ACD to the state of measufihgs signal ol/1=0
switch off the key oK1 on the transistor 0¥ T1, and signal ol/2=1 switch on the
key of K2 on the transistor o¥/ T2 On the input of integrator the fixed supporting
voltage ofU,, (in the set example a&f,, > 0) is given on the output of integrator of
voltage ofU; diminishes on a linear law. Thus on an entraAcef counterDD9
operates the low level &=Q1= 0, i.e. a counter functions in the mode of adtheW
the output level of integrator reaches leMgkk 0 (moment of time of,}, the output
signal of comparator is transfer in the stateUgf= 0, that blocks the receipt of
impulses on the input of counter@D9. Thus, in a counter the numberXfis kept,
that is the digital equivalent of analog quantitya. The detector of negative fronts
(IB®) of DD11 forms a short positive impulse that reset RSgergof DD3 in the
state ofQ2=0 and ADC transfer in the mode storage to the nextisg impulse of
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St. Impulse fronfIB® is given on the input’ of parallel register oDD10, in that the
certain code oK, which is proportional to the input voltageldf:

Xn = - UA nH/ UOI’Z'

Time oftransformatiornof ADC of this type is to the variables and demend
input voltage ofU,. The maximal value df,,,... answers maximal input signéll
and for n-bit binary counter and frequency of ingasl off , is:

tnpummc = (2n + nH)/fO’
wheren, - an amount of time interval of accumulation.

Basic advantages of the considered type of ADC are:

- it is independence of result of transformatioonirstability of parameters of
integrator, that allows to realize ADC with the bit output code oh <12,
without using of high-fidelity and high-stable coomgnts;

- the error of conversion does not depend on #tabaf parameters of
components of integrator &, C( range of parameters and their changing in
time as a result of aging, change of temperatudeo@imers like that);

- the error of conversion does not depend on dtabil frequency off, of time

generator, if frequency unimportant changes intinae to the interval ofyt
1. The error of the conversion depends only on ktglbif supporting voltage
U, -
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14.8.ADC of parallel transformation

The circuit ofADC of parallel conversion is shown in fig.14.11.

Ty
co |1 LYo

Fig. 14.11

In parallel ADC principle of direct comparison afadog quantity ofJ,is used
with the discrete values of supporting voltag&Jgf.

In Table 14.8 is showa comparison of analog voltagé with the discrete
levels of supporting voltage df,,, divided in this case into 8 ranges. Physical
realization of discrete levels of the voltage witsistance divider is provided.

Comparing ofinput voltage U, to the discrete levels is executed by the
comparators oDA1 - DA7. If Uy >U,, % 1/ 8, on the output of comparator is 3gt
=1. Thus, on outputs of comparators appears a (mmtke of Johnson) that can be
recorded in the binary code ob Y Y, with the help of transformer of codes (X/Y)
or with priority encoderD) (for to the most significant digits).

Table 14.8

HOpiBH. UA 3 UOH X7 Xe X5 X4 X3 X2 Xl Y2 Y]_ Yo
0Ua < 1/8 Uy 0O 0 0 0 O O O 0 00
1/8Upp<Up <280y | O O O O O O 1 0 01
218 Up<Up <38WBL; | O O 0O O 0O 1 1 0 10
3/8 Upnn < Ux <4/8 Uy O 0 0 0 1 1 1 0 11
4/8 Upn<Up <58W; | O O O 1 1 1 1 1 00
5/8 Upnn < Ua < 6/8 Wy O 01 1 1 1 1 1 01
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6/8 U<Us <780y |0 1 1 1 1 1 1 1 10
718 Upn < Ua 1 1 1 1 1 1 1 n 1

The consideredype ADC does not need synchronization of the process
conversion. Forming of the output codeX@fwill be realized with only time delay of
passing of signal through a comparator and traresdbeht provides the maximal fast-
acting of ACD. It is necessary to mark that complication o€wit is doubled at the
increase of bit of source codembnn+1. For example, fon=8 it is necessary 255
comparators and corresponding encoder on 255 eeail herefore for realization
of multibit parallel ADC use parallel-sequence ADQRat yet name conveyer.

14.9. ConveyerADC

Principle of construction of conveyekDC is based on determination of
difference between input signal &f, and the nearest the discrete levellyyf;,
strengthening of the got difference to the rangd gffollowing discretization of the
distinguished and increase difference in the digitale of the least significant bits,
selection to the difference, strengthening andh@rrtransformation. Example of such
to the "conveyer" is made an in Fig.14.12.
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Fig. 14.12

On the first stage of transformation parallel ADD1 converts input analog
voltage ofU, into a 3-bit codexg x; Xs) with the error of discretizatianU1 < U, /8.
Code ofxg X; X5 with a help a DACDA2 transfers into the analog quantity 0f;;.
With the help of circuit of subtraction on the ogtamg amplifier ofDA1 the error of
discretizatiordU1=U, - U is calculated, that simultaneously increases fmes,
that means the down-scaling of error to the rarigeipporting tension dfo;; :

UA2 = 8(UA-UH1).

187



On the second stage voltagelyf, with the help of ADCDD3 transfers into
the code of the least significant bits xaf X, X3, which DAC DD4 converts into
discrete voltage oU,,. The circuit of subtraction — amplifying dd42 forms the
analog signal oU ,3, which ADCDD5 converts into the 3-bit code &f x; X. The 9-
bit code ofxgx;...X thus formed that is the digital analogue of inleuel of U,,.

Note that all operation of transformation does not negdchronization of
components of conveyer structure. The latest fogrine least significant bits af x;
Xo with the delay time in the stages of the descriteacture. Therefore such a ADC
Is classified as parallel-consequent. They promma@mum time oft, transformation
of U,— X,, 1.e. maximal quantum frequency of analog signals:

fnmax S 1/tl'[
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